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Abstract

Now-a-days there has been an increase in demand for designing recon-

figurable embedded systems in signal processing, multimedia and evolutionary

computation applications. Embedded processors alone, cannot achieve the de-

sired computational capability to fulfill the requirements of massive parallelism,

higher memory bandwidth, higher execution speed to execute these applications.

In order to meet these requirements, Field Programmable Gate Arrays (FPGAs)

are used by exploiting the reconfigurable resources. Beyond their well-known flex-

ibility, FPGAs offer the versatility of running software applications on embedded

processors and at the same time taking the advantage of available reconfigurable

resources, all on same package.

FPGA based System on Chip (SoC) design solution replaces traditional System on

Board (SoB) design concept and is often referred as Programmable SoC (PSoC).

This platform consists of hard/soft embedded processors, external memory and

custom Intellectual Properties (IPs). These IPs are used to accelerate the com-

putational task of an algorithm. This involves developing dedicated IP and its

integration in SoC platform. There are mainly two types of IP interfacing tech-

niques, i.e., Slave Unit (SU) and Auxiliary Processing Unit (APU). The SU inter-

face has Register/First-In-First-Out (FIFO) connected to the processor through

shared system bus (Processor Local Bus (PLB)). Although this interface is simpler

in design, the main bottleneck is bus arbitration, which lowers the total execu-

tion speed. The other bus interface is APU (only for PowerPC440), which can

be directly connected to the custom IP through a dedicated Fabric coprocessor

Bus (FCB). This interface has no communication overhead and allows quick syn-

chronization between the processor and IP. Custom IPs have been developed and

integrated using APU interface for maximizing the portability and modularity.
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Abstract vii

The work presented in this thesis concentrates on developing efficient copro-

cessors for three signal processing applications of different complexities in Xilinx

(Virtex-5FX70T-1136) development platform. In this work, several important

issues related to the efficiency of bus interface, data transfer overhead, and accel-

eration factors are analyzed. In the first case study, Adaptive Moving Average

Dual Mode Kalman Filter (AMADMKF) algorithm is proposed for denoising the

FOG signal under both the static and dynamic environments. Performance of

the AMADMKF algorithm is compared with other denoising algorithms Discrete

Wavelet Transform (DWT) and Kalman Filter (KF). Allan Variance analysis,

standard deviation and Signal-to-Noise Ratio (SNR) are used to measure the ef-

ficiency of the algorithm. The experimental results have shown that AMADMKF

algorithm reduces the standard deviation or drift of the signal by an order of 100

and improves the SNR by approximately 80dB. The Allan Variance analysis result

has shown that this algorithm reduces different type of random errors significantly.

Further, a hardware IP of the algorithm is developed for SoC implementation us-

ing Xilinx Virtex-5 FPGA. The developed IP is interfaced as a coprocessor/APU

with the PowerPC440 (PPC440) embedded processor within the FPGA. Hardware

acceleration of the developed coprocessor is found to be 65x with respect to its

equivalent software implementation.

In the second case study, IPs for fixed and floating point Differential Evolution

(DE) algorithm has been developed. The IPs are interfaced using both APU and

SU interface techniques with the PPC440 processor. In order to reduce the bus

overhead in hardware software co-design platform, the fitness evaluation and DE

algorithm are combined together as a single module rather than fitness evaluation

in software and DE in hardware. The hardware acceleration of the IP (fixed &

float DE) using both interfaces are evaluated with respect to its equivalent software

implementation. The performance of IP using both the interfaces are compared.

For the purpose of validation, initially, the DE IP is tested by solving benchmark

test functions followed by a case study of solving system identification problem.

The performances (i.e. acceleration and power consumption) of IPs are measured

on 32-bit X86, PPC440 and Microblaze (MB) processors with enabling/disabling

hard floating point unit (FPU).

The experimental results reveal that, both interfacing techniques give same

acceleration factor. The floating point IP gives higher acceleration compared to

the fixed point IP. This is because the floating point software implementation
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takes higher execution time. As far as power consumption is concerned, both

interfaces (SU, APU) consumed same power. Fixed point DE SoC consumes

marginally higher power for optimizing simpler functions whereas, floating point

DE SoC consumes more power for optimizing complex functions. Finally, as a

case study, an Infinite Impulse Response (IIR) filter based system identification

task is implemented using the developed fixed and float DE IP cores (as an APU

interface) on the SoC platform. The experimental result has shown that the fixed

and float IP attained an acceleration of 11x and 150x with respect to its software

implementation in the PPC440 processor.

In the third case study, a single IP core for Baseline profile H.264 decoder

is developed. The SoC platform is developed using the open source hardware

and software of the H.264 decoder. The developed H.264 IP is interfaced to the

PPC440 embedded processor using APU interface and it is tested with differ-

ent video sequences. It is observed that the coprocessor gives 6-7x acceleration

compared to its equivalent software decoder. Finally, this thesis concludes that,

the coprocessors developed for above signal processing case studies have achieved

adequate acceleration.
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Chapter 1

Introduction

In the recent years, signal processing applications like data streaming, image pro-

cessing, signal denoising, video decoding etc., are used in a wide range of electronic

devices as embedded applications. The execution time of the Digital Signal Pro-

cessing (DSP) algorithm increases with the complexity of the application. This

limits its real-time applications in low end embedded processors. Embedded ap-

plications are constrained by space, power, and cost [8, 9]. Now-a-days due to

the advantages of reconfigurability, low design costs and time-to-market, DSP ap-

plications are developed using FPGAs [1, 10]. During the last decade, modern

FPGAs are available with soft and hard embedded processor cores to enable the

designer for building complex embedded applications. To enhance the execution

speed of the algorithm, dedicated hardware accelerators have been developed and

interfaced with the processor as a coprocessor in System on Chip (SoC) platform.

There are several choices for platform selection such as Micro-Controllers (µC),

Digital Signal Processors (DSP), FPGA and Application Specific Integrated Cir-

cuits (ASIC), for developing an embedded system. In order to achieve higher

performance, applications need to be implemented either in multi-processors or

in a dedicated hardware accelerators/coprocessors. The selection of platform de-

pends on factors such as performance, power consumption, cost per chip, ease of

tools accompanied by a specific platform to assist the developers for developing the

system within the constraints of system cost and project time [11]. The platforms

such as µC and DSP make use of embedded software oriented methodologies to

develop the system. However, the designers who use FPGAs as their development

4
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platform, have the flexibility to use either the processor-based approach, develop-

ing their system partly in firmware and partly in hardware, or developing their

system entirely in the hardware [10]. In this work, FPGA based SoC design is

chosen because of the following reasons:

1. Selecting off-the-shelf (OTS) microprocessor for a particular application which

can meet all system requirements (like floating point arithmetic, power,

speed, ease of tool) is time-consuming. So it is advantage to find an al-

ternative which can allow designer to tailor a processor and a specific set of

features and peripherals for the application to be implemented [11]. FPGA

based design gives this flexibility to the designer compared to either µC or

DSP processor based system.

2. The designer of FPGA based embedded system has flexibility to customize

the design by adding any combination of peripherals and controllers. A

unique set of peripherals can also be designed for specific applications, and

the designer has privilege to add as many peripherals to meet the system

requirements, which cannot be done in µC or DSP processor based system.

Features which are not present in the initial phase of the design can also be

added in the later part of the design [10].

3. Hardware and software concurrent development and co-existence on a single

chip, is one of the compelling reason for choosing FPGA/SoC platform. If

a segment of the algorithm is computationally complex then a custom co-

processor (Auxiliary Processing Unit (APU)) can be designed to eliminate

such problems [12, 13].

4. These kind of systems are preferred over ASIC based SoC solution, due to

its re-programmability, Intellectual property (IP) reuse and cheaper develop-

ment cost. Although ASIC has advantages over FPGA based SoC in terms

of customized chip size, power, delay etc. FPGAs are feasible solutions for

prototyping a device before building an ASIC chip [14].

5. FPGA enables selection of an optimal platform of SoC configuration for a

typical application involving trade-offs between flexibility, cost, performance

and power consumption.
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1.1 Motivation

Research efforts have been made to design customized coprocessors for signal pro-

cessing applications like signal denoising, evolutionary computation, video decod-

ing in SoC platform.

Fiber Optic Gyroscope (FOG) sensor is used in Inertial Navigational System (INS)

for measuring the angular rotation of an object. In general the gyroscope output

is noisy, which effects the accuracy of measurement. Furthermore, the complex

signal processing algorithms for denoising the signal with small footprint device

demands to develop efficient algorithm and its hardware implementation to meet

the cost, area and power requirements. For real-time applications, the signal pro-

cessing algorithms need to be implemented in the hardware and integrate it to

the FOG sensor board. Although digital signal processors are popular for imple-

menting the signal processing algorithms. In present days, FPGAs are the popular

choice for realization of DSP algorithms due to its affordable cost, reconfigurability

and faster processing. This motivated the author to develop an efficient denoising

algorithm for FOG sensor and implement the same in SoC platform.

Evolutionary Algorithms (EA) are used in real time embedded applications like

motion estimation, on-line pole placement of digital filter among many others.

These embedded applications suffer from the time-consuming evolution process of

EA to derive an optimal solution. Very little work has been reported to enhance

the execution speed of EAs for embedded applications. Thus there is a need to

develop coprocessor for computing EA in SoC platform.

H.264 video decoder is the recent decoding standard used for video compression.

Although it has better compression efficiency, it has higher computational com-

plexity. This limits its implementation in general purpose and DSP processor for

embedded application. Research efforts have been made to accelerate subtasks of

the decoder by developing accelerators. However the overall acceleration decreases

with increase in data communication between the processor and hardware mod-

ules. So there is a need to develop a coprocessor for the complete H.264 decoder

in SoC platform.
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Thesis objectives and contributions

The main objectives of this thesis are: i) to develop System on Chip (SoC) so-

lutions for three different signal processing applications ranging from low to high

complexities using Xilinx Virtex-5 FPGA, ii) analyze the hardware acceleration

achieved due to SoC implementation of all the three applications. Each signal

processing application is considered as a case study.

The objective of the first case study is to minimize the gap between idea/ algo-

rithm development and embedded system design. In this case, a suitable algorithm

is developed for signal denoising and then a hardware Intellectual Property (IP) of

the algorithm is developed. Later the hardware IP/accelerator is interfaced with

the embedded processor and the hardware acceleration is evaluated.

In the second case study, a hardware accelerator for Differential Evolution (DE)

algorithm is developed and interfaced as an Auxiliary processor unit (APU) with

the embedded processor (PPC440). In general, because of the complexity of al-

gorithm and the fitness function, DE algorithm is executed either in the high-end

processor or in Graphic Processing Unit (GPU). In this case-study, the perfor-

mances (execution speed, power) of APU interface are compared with the Slave

unit (SU) interface. Furthermore, a system identification application is imple-

mented using the fixed/float DE IPs and their hardware acceleration is evaluated.

In the third case study, a hardware accelerator for H.264/Advanced video cod-

ing (AVC) is developed and interfaced with the PPC440 embedded processor using

the APU interface. The hardware acceleration due to the developed IP is evalu-

ated. The IPs of first, second and third case studies have achieved an acceleration

of (65x, 30x-230x and 6-7x) compared to its equivalent software implementation.

In summary, the work presented in this thesis concentrates on developing copro-

cessors for three signal processing applications of different complexity.
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Thesis organization

The thesis is organized as follows: Chapter 2 describes the background of the

thesis that includes SoC design flow and concepts. Chapter 3 provides the first

case study of the work. It presents a detail analysis of denoising algorithm and

its SoC implementation. Chapter 4 presents the second case study of the work. It

presents the detail hardware implementation of Differential Evolution algorithm

with an application to IIR filter system identification. Chapter 5 presents the

third case study of the work. It presents the coprocessor architecture of H.264

video decoder and its SoC implementation. Chapter 6 presents the conclusions

and future scopes of the work.



Chapter 2

Background

This chapter presents an introduction to the System on Chip (SoC) design using

Field Programmable Gate Array (FPGA), SoC design flow along with the interface

details.

2.1 Field Programmable Gate Array (FPGA)

FPGAs are prefabricated programmable logic devices composed of lookup table

based programmable logic blocks connected by a programmable routing network

[15]. These devices are programmed on field as opposed to devices whose internal

functionality is fixed and hardwired by the manufacturer such as Application Spe-

cific Integrated Circuits (ASICs) and Application-Specific Standard Parts (ASSPs)

[16]. These devices have the resources such as Flip-Flops (FF), Random Access

Memory (RAM), Multiply and Accumulate (MAC), DSP48E and microprocessor

cores. Due to this, FPGAs are used in embedded as well as Digital Signal Process-

ing (DSP) applications that require massive parallelism, lower turnaround time

and low cost etc. The traditional approach for designing the hardware of a system

involves developing an Intellectual Property (IP) of the system/subsystems using

Hardware Description Languages (HDL) [1]. But many DSP applications require

hardware software codesign approach for meeting the real-time specifications. So

the alternate choice is to implement the design in the FPGA based SoC platform

where the hardware can be implemented in the hardwire logic and software can

be implemented in the soft/hard embedded processor core of the FPGA. In the

PSoC platform, processors, various standard peripherals and custom designed pe-

9
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ripherals are connected in a single chip. Design of embedded systems for signal

processing applications with IPs and on-chip processor cores is a challenging task.

A typical architecture of a FPGA is shown in Figure.2.1

Figure 2.1: FPGA architecture [1]

2.2 Hardware Software Co-design

In general, signal processing applications are developed using DSP processor which

has dedicated hardware blocks for certain computations like MAC, multipliers,

dividers etc. The disadvantage of using DSP processor is that it executes the

instructions in a sequential manner thus limits the speed of the design. So in

order to speed up the processing of an application, parallelization is needed. This

can be achieved using various ways like multi-threading of application, Graphic

Processing Unit (GPU), hardware design using FPGA etc. The main difference

between execution of hardware and software tasks is concurrency, which allows

the hardware to execute a task much faster than the software in a processor [17].

The designed hardware can be further accelerated by making use of the parallel

and pipelined architecture techniques. This would not be possible in a General

Purpose Processors (GPP) and DSP processors which performs computational

tasks in software by executing the application sequentially [2, 18]. The differ-
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Figure 2.2: Hardware software codesign [2]

ence between these platforms are tabulated in Table.2.1. HW/SW codesign is a

popular approach being used to accelerate a computational intensive DSP appli-

cations. In codesign approach, most time consuming tasks/subtasks of the appli-

cation/algorithms are implemented in the hardware while the less computational

intense tasks/subtasks are implemented in the embedded processor. In codesign,

partitioning of the algorithm into software (SW) and hardware (HW) is a critical

task [19]. The partitioning of HW and SW is decided by the profiling results of the

application as shown in Figure.2.2. During the profiling, the computational intense

tasks/subtasks are identified. Subsequently these are designed and implemented

either in the hardwired logic or by using a dedicated coprocesser units [2, 20].

FPGA based embedded system design is still relatively new compared to standard

processors. So the software design tools are relatively immature and difficult to

debug the entire system [11, 21]. There are prominent issues like IP interface,

cross clock handling and memory management that imposes design bottlenecks
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in SoC design. So in order to resolve these things new design methodologies and

easier integration methods are needed.

Table 2.1: Comparison of Processor/DSP, FPGA, ASIC based solutions [6]

characteristic Processor/DSP FPGA ASIC
Programmability High High Low

Development cycle HW+SW HW+SW HW
Area efficiency Medium Low High

Power efficiency Medium Low High
Performance Low Medium High

2.3 Hardware accelerator

A hardware that accelerates the execution of a task in a separate unit other than

processor is referred as hardware accelerator [18, 22]. The accelerators can be

designed using ASIC or FPGA approach depending on the specification of appli-

cations. ASIC-based accelerators cannot be usually leveraged by a gained speedup

due to larger design development costs and longer development cycle [1]. More-

over, an accelerator designed for a specific application cannot be utilized for an-

other application. With the advent of SoC platform using FPGA, the situation

is changed. The hardware rigidity is lowered by re-programmability of FPGA

devices in SoC platform and it allows interfacing of designed hardware IPs with

the processors for desired DSP applications. The ability of on-demand FPGA

reconfiguration also enables the accelerator to adapt to the actual needs of an

application executed in the processor [1, 19]. Several issues need to be taken into

consideration while designing a SoC system. The important issues are processor

to accelerator interface, mutual communication and synchronization [12, 17]. All

these effects have crucial impact on the acceleration. The former issue comprises

of communication protocol and amount of data transfer. Selection of a proper

communication/interface scheme affects the quantity of the data transfer from

processor to coprocessor. The improper bus interface may result slowdown of

the accelerated system [18, 22]. Another issue is to synchronize the data transfer

between processor and hardware unit by handshaking, direct or interrupt mech-

anism. The selection of the particular synchronization system depends on the
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chosen communication granularity and scheduling of the algorithm. The copro-

cessors can be interfaced with the processors using three different techniques i)

System bus connected, ii) I/O connected, and iii) Instruction-pipeline connected

[12, 17].

System bus connected

In this approach accelerators are interfaced to the processor as a slave periph-

eral/slave unit(SU) using system bus i.e. Processor Local Bus (PLB) as shown in

Figure.2.4. The accelerator can transfer data and send commands to the proces-

sor through the system bus. Typically a single/multi data transactions, consumes

many processor cycles due to bus arbitration [12]. These kind of systems have two

major bottlenecks i.e. insufficient peripheral bus throughput and bus arbitration,

this leads to data transfer and synchronization overheads which in turn lowers the

execution speed.

I/O connected

In this approach, the accelerators are interfaced directly to a dedicated I/O port

of a processor. In order to reduce the bus overhead and arbitration, a dedicated

First-In-First-Out (FIFO) type of interface like Fast Simple Link (FSL) in Mi-

croblaze (MB) processor is used. These interfaces are typically clocked faster than

the processor bus [12, 23]. Often data and control are typically provided through

GET or PUT instructions. This enables the bus interface to have lower latency

and higher data rate compared to the system bus.

Instruction Pipeline connected

In this approach, the accelerators with desired computing core are interfaced di-

rectly to the processor. Being coupled to the instruction pipeline, instructions not

recognized by the CPU can be executed by the co-processor [12]. This type of

accelerators expose no communication overhead and offers quick synchronization

between the processor and coprocessor. The bottleneck is the implementation of

the acceleration unit itself. If the critical path of the whole system goes through
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the acceleration unit, then the whole processor will decrease its operational speed

[12, 18]. Recent FPGAs include processors like ARM, PowerPC family processors,

which utilize both specialized functional units and instruction set extensions for

interfacing an IP. The APU interface is capable of transferring higher data vol-

umes per second, approaching to the speed of Direct Memory Access (DMA) [1].

2.4 Related works

Broadly, there are three different methods (as mentioned above) being used for

developing the coprocessors to accelerate the execution speed of a computation in-

tense task. The related literature reports that for coprocessor design, the method-

ology remains same but tool environment, processors and bus interfaces are vendor

specific. In this work we have used instruction pipeline approach for developing

the coprocessor for all the three case studies. There are limited works reported in

the literature about the development of coprocessor for accelerating a specific task

[22, 24]. Xilinx has developed a coprocessor for Inverse Discrete Cosine Transform

(IDCT) algorithm of Motion Picture Expert Graphic (MPEG-2) video decoder

[23, 25] in a PowerPC405 and Microblaze (MB) processor based SoC platform.

Also several other algorithms like Finite Impulse Response (FIR) filter and cordic

algorithms are implemented in FPGA which helps to realize smaller DSP appli-

cations [26, 27]. Longest Prefix Match (LPM) algorithm is implemented as an IP

in SoC platform [28]. This is used to search IP addresses in a routing table and

to find a forwarding path for the incoming IP address.

Paolo Zicari et al., has developed a coprocessor for performing matrix prod-

uct accelerator in both MB and PowerPC405 based SoC in Virtex-II Pro with

all different peripherals interfaces. It is demonstrated that APU coprocessor ac-

celerated the design by 9x [29]. Xu Guo et al., developed a 64-bit floating point

mathematical operations like multiplication, addition and square roots functions

for a public-key crypto systems using Virtex-5 FPGA [30]. Nandy et al., developed

a reconfigurable high-performance low-power filter coprocessor for DSP applica-

tions. This has the option of reconfiguration to support a wide variety of filtering

computations [31]. Michalis et al., developed a coprocessor namely Flexible Com-

putational Components (FCC) that can realize any two-level template of primitive

operations of data path. The effectiveness of coprocessor is evaluated in several
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real-world DSP applications like Joint Picture Expert Group (JPEG) encoder,

Orthogonal Frequency Division Multiplexing (OFDM) transmitter, data compres-

sion. The reported overall speedups are in the range of (1.75 to 3.95)x, having

an average value of 2.72x [32]. Wassner et al., developed a coprocessor to accel-

erate the candidate operations of a video content analysis algorithm in Virtex-5

FPGA platform. Results indicated that with a relatively small degree of paral-

lelism, corresponding to modest hardware cost, the overall frame rate is increased

to a range of 18 and 105% depending on the processing and application param-

eters [33]. Mingas et al., developed a coprocessor of genetic algorithm for scan

matching simultaneous localization and mapping problem in autonomous robotic

application using Virtex-II Pro FPGA. The reported architecture has achieved an

acceleration of up to 14.83x compared to the equivalent software implementation

in PowerPC405 processor [34]. Vera et al., developed a wavelet coprocessor using

model based design technique with PowerPC405 and MB processors [35]. Elhossini

et al., developed a Least Mean Square (LMS) adaptive filter for audio signal pro-

cessing in SoC platform. This platform also uses on board AC97 audio codec in

Virtex-II FPGA and achieved speed up to 3.86x [36]. Bekker et al., developed

a FPGA based Fourier Transform Infrared (FTIR) spectrometer to measure the

Mars atmospheric composition using solar occultation from orbit, in which the

design is ported into the hardcore PowerPC processor of Virtex 5-FPGA. By en-

abling the Floating Point Unit (FPU) of the APU an acceleration of 4x is reported

[9, 37, 38]. Several other works for on board signal processing for space applications

have also reported the advantages of FPGA based SoC system [8, 39]. Fons et al.,

developed a FPGA based runtime reconfigurable coprocessor for computational

applications using dynamic partial reconfiguration approach and is validated by

executing several signal processing algorithms [40, 41, 42].

In present days complex applications need a set of tools with a certain degree of

abstraction where, only a description of the final implementation and their desired

behavior is described in C [43, 44]. Several software applications are accelerated

using impulseC, AUTOESL tools which converts C specification into HDL, later it

use as an accelerator in SoC platform. Several different DSP applications like FIR

filter, image texturing, edge detection encryption, Electro-Cardio-Graphy (ECG)

applications are also developed using the above tools [13, 45, 46, 47]. AUTOESL

tool is used for several complex DSP applications like H.264 decoder, FFT etc.,

[47]. These tools have an advantage of smaller design time frame but debugging
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and modifying the design is challenging and cost effective. So the literature survey

shows that developing coprocessor for different signal processing applications is a

quite demanding area of research. In particular accelerating them using FPGA

based SoC design is explored by a limited group of researchers.

2.5 Programmable System on Chip design

FPGA are no longer act as only glue logic resource in a complex hardware sys-

tem, because the modern FPGAs have processor units along with glue logic as

processing elements [1, 48]. This way traditional system on board design has been

replaced by SoC design. If the designer need to develop SoC in a reconfigurable

approach then FPGA device is used and the platform is named as “Programmable

System on Chip (PSoC)“. It is an integrated system with processor, peripherals,

memories, custom Intellectual Property (IP) components on a single Integrated

Circuit (IC) like FPGA [49]. With a provision of including operating system, such

as Linux, these systems begin to appear more like a desktop Personal Computer

(PC) in terms of functionality and capability on a single IC chip. The general

architecture of PSoC platform is given in Figure.2.4.

Y-chart scheme is the common approach for implementing a designed in SoC

platform [50, 51]. Firstly, the designer characterizes the target application (appli-

cations), and partition it to map the application onto the different architectural

components. Then different performance measures are evaluated. After satisfac-

tory performance figures are achieved the designer follows the architecture else the

architecture is reconfigured. This section presents the development of SoC system

using PowerPC440 processor in Virtex-5 FPGA development board using Xilinx

EDK. The procedure to implement a design in this platform is described below.

The PSoC platform can be designed using Xilinx platform studio (XPS) in

Xilinx EDK and SDK as shown in Figure.2.3. In has two different design steps

namely hardware (HW) and software (SW). These two steps run in parallel. In

HW, Base System Builder (BSB) wizard provides an efficient way to create the

FPGA based embedded system. The choice of the memory types, memory con-

trollers, peripherals, peripheral controllers, size and type of instruction and data

cache memories, and size of local memory, choice of processor, bus and periph-

eral clock frequency are configured in BSB [16]. The proposed FPGA based SoC

system incorporate a coprocessing unit interfaced to the PLB or APU as shown
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Figure 2.3: Hardware software codesign approach using embedded development
kit [3]

in Figure.2.4. On-chip memory and external memory are used for initializing the

processor program. The Universal Synchronous and Asynchronous Receive and

Transmit (UART) and Joint Test Action Group (JTAG) ports are used to monitor,

debug and download the bitstream on to the FPGA. The proposed custom/DSP

IP in SoC has design objectives of high-speed in terms of operating frequency and

reduced cost in terms of FPGA fabric resources. During simulation, synthesis

and compilation of the embedded processor system, an appropriate optimization

scheme must be selected to achieve the above design objectives [16]. The processor

internal timer along with interrupt is used for measuring the execution time of the

algorithm. In this thesis we considered a custom coprocessor designed specifically

to target the implementation of DSP algorithm in the design. This is more advan-

tages in applications like FOG denoising, DE system identification, H.264 video

decoding. The software SDK tool is used to debug the design. In this dissertation,
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PPC440 processor is used because it outperforms the MB processor in terms of

processing speed and hardware resource utilization [16, 52].
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Figure 2.4: Basic SoC system

2.5.1 Embedded Processors

Embedded applications demand on-chip processor core in FPGA to develop single

chip solution. Two types of microprocessor cores that are embedded in the FPGA,

a) soft processor like Altera Nios II [53] or Xilinx MB [54] and b) hard processor

like IBM PowerPC 440/405 [55, 56] in Xilinx Virtex-5 FXT / Virtex-II Pro FPGA

family. These cores (soft or hard) help to reduce the footprint of the design, power,

cost and time to market.

2.5.2 Memory

The performance of SoC platform depends upon how well the memory is organized.

FPGA based SoC system is a memory mapped system in which each peripheral

is having some address. Memory attached to SoC system can be divided into in-

ternal, external and cache memories [16]. The basic primitive of internal memory

is Block RAM with 148 Kbytes for Virtex-5 FPGA. However this size changes

from FPGA to FPGA. Similarly, DDR2SDRAM of size 256Mbyte and 1Mbyte of

Static Random Access Memory (SRAM) are used as off-chip external memories.
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The external memory access time is high compared to on chip memory and SRAM.

These can be configured using Multi-Port Memory Controller (MPMC)/ Memory

Controller Interface (MCI) in SoC platform. The use of external memory degrades

the throughput of design. In the PSoC, if application program fits entirely within

the local memory, then the design is likely to achieve optimal memory perfor-

mance, although it is mostly likely that the embedded programs will exceed the

local memory capacity. The program/data memory usage in SoC can be manipu-

lated using the Linker Script of system. This can be mapped either into internal

memory such BRAM or external memory.

2.5.3 Peripherals

The objective of the peripheral is to communicate with the processor through dif-

ferent buses. Generally peripherals are classified into two types (a) generic and (b)

custom peripherals. Generic peripherals are available as a soft-core or hard-core

and are configured during the SoC design phase [57]. The hard-core peripherals are

implemented in silicon whereas soft/custom logic peripherals are implemented in

the fabric. Custom peripherals are developed by the designer according to the ap-

plication. It is often in soft logic form developed using HDL language. Some of the

examples of custom peripherals are IDCT [25], FFT [58], FIR [59] filter etc. These

can be interfaced using various bus interface techniques like SU and APU. In this

thesis AMADMKF, DE and H.264 IPs are developed as the part of the work. The

details of some of the main standard peripherals used in this work are given below.

Central Direct Memory Access Controller (CDMA)

Some peripherals of SoC might have Direct Memory Access (DMA) capability

to improve data bandwidth and performance. Other peripherals might rely on

a separate DMA engine to provide this improved data bandwidth between the

peripheral and memory. The direct memory access does not necessarily transfer

data from different locations of external memory. In fact, transfers between the

hardware core on-chip memory to off-chip memory and vice-versa. The central

DMA controller in SoC system includes both a master and a slave bus interface

[1, 4].
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Universal Synchronous and Asynchronous Receive and Trans-

mit (UART)

This peripheral is essentially a parallel-to-serial shift register. This is used in the

system for monitoring, debugging and transferring the input/output data between

the processor and monitor [1].

Digital Clock Manager (DCM)

Most systems have a single external clock that produces a fixed clock frequency

[4, 60]. However, in SoC different modules need to operate at different frequencies

such as processor and memory at 200 MHz and custom logic at 50MHz. A Digital

Clock Manager (DCM) or Phased Locked Loop (PLL) allows to generate different

clock periods from a single reference clock.

2.5.4 Bus interfaces

The processor(s), memory controller(s) and peripheral(s) are connected to the sys-

tem bus. The interface logic is specific to the particular bus. The bus interface

includes a bus arbiter, which controls access to the bus. More details of buses

interfaces are available in [4, 61]. In multiple bus design, the bus with the high-

est bandwidth is connected with the processor, memory controller, and UART [62].

Slave Unit (SU) interface

In SU interface, the IP/ custom peripherals are interfaced with the Processor Lo-

cal Bus (PLB). The custom peripherals are designed by making use of Intellectual

Peripheral Interface (IPIF). It provides optional services through Intellectual Pe-

ripheral Interconnect (IPIC) which includes Register, FIFO, DMA, software reset

and interrupt support. The user can design peripherals using these flexibilities.

The IPIF utilizes the register interface and it takes advantage of the centralized

address decoding [63]. There are two ways to connect the IP i.e. either as master

or slave peripherals [1, 4]. The master peripheral is initiating communication to

other peripheral like processor, whereas Slave Unit (SU) or slave peripherals fol-

lows the instructions of master peripheral. In this thesis we are concentrated on
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designing the system using slave peripherals and coprocessors.

A slave IP core needs in and out data buses, a few slave registers, read/write re-

quest and acknowledge signals. The IP is designed with register interface having

minimum 1 to maximum 4096 slave registers. Each register can have read/write

operation which can interface any inputs of custom IP cores such as Multiplier,

Adder, IDCT etc. The slave registers which are interfaced to the input and output

of IP core can read/write the write port as shown in Figure.2.5. The IP accepts in-

puts from the bus (Bus2IP data) depending on the number of slave registers. The

associated read/write qualifiers are Bus2IP RegRdCE and Bus2IP RegWrCE re-

spectively. The qualifiers becomes high during data read/write operation. For

reading, the IP may drive non-zero data to IP2Bus data whenever one of its

register-read is active and it must drive valid data during the cycle that it asserts its

acknowledgement. The output of IP core (32-bit), is connected to IP2Bus data by

its slave register [62]. The register interface, the Bus2IP RdReq and Bus2IP WrReq

signals convey redundant information, but may have utility in allowing the IP to

easily generate a one cycle acknowledgement, IP2Bus RdAck or IP2Bus WrAck,

by delaying the corresponding request signal by an appropriate amount of time.

So in this work these acknowledgement signals are not used to reduce the latency.
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Device Control Register (DCR) interface

The DCR interface supports the PPC440 embedded processor for control and sta-

tus accesses other peripherals. This interface is interlocked with control signals

such that it can be connected to peripheral units which can be clocked at dif-

ferent frequencies from the embedded processor. The DCR interface also allows

the PPC440 embedded processor to communicate with peripheral devices without

using the PLB interface [1].

Auxiliary Processor Unit (APU) interface

The PPC440 processor in Virtex-5 FPGAs has a fabric coprocessor bus (FCB)

(128 bit) through which custom peripherals are interfaced with the processor

using an APU controller. The custom peripheral is invoked using the PPC440

extended instruction set i.e. Load and Store. This approach provides the flexibil-

ity of interfacing a coprocessor with the instruction pipeline [12]. The examples

are floating-point unit or other custom/DSP IPs related to signal processing dot

product or matrix multiplication [30, 38]. This coprocessor can execute the desired

task concurrently with the PPC440 processors extended instructions. The APU

controller synchronize the clocks of processor and custom IP and they can run at

different frequencies. The APU controller decodes the processor instructions in

a pipelined manner resulting faster execution of overall instructions. There are

two major classes of Fabric Coprocessor Module (FCM) instructions, (a) storage

instructions and (b) non storage instruction. In this work, storage instructions

i.e. load and store are used. Non storage instructions includes floating point

arithmetic instructions and User Defined Instructions (UDIs) based on opcodes.

The APU controller can run at the same speed as the processor. The clock ratio

between the processor and APU controller must be an integer multiples of the

processor clock range from 1:1 to 16:1.

The key characteristics and features of the APU controller are listed below [4].

1. If FCM is pipelined, it can execute three instructions at a time that do not

return data to the processor. This provides a low communication overhead

in the instruction issue to the APU controller [4].
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2. It decodes FCM load and store instructions with byte, halfword, word, dou-

ble word, and quadword size data transfer.

3. It decodes FPU instructions as well and user defined instructions by using

16 UDIs by configuration registers using full primary and extended opcode

[4].

The APU coprocessor using the PPC440 processor for custom DSP application

IP (i.e. either denoised core or DE core) is shown in Figure.2.6. It has mainly three

modules, i) PowerPC processor, ii) APU wrapper (iii) custom DSP IP core. The

objective of the processor is to send and receive the data to and from the APU.

The objective of APU wrapper is to interface the IP core with the processor,

whereas the objective of the IP core is to process the signal. The APU wrapper

contains two different modules namely IP APU and APU IP. The APU IP mod-

ule receives data from the processor and sends it to custom DSP IP whereas the

IP APU module receives the IP data from the custom DSP IP and sends it back

to the processor (PPC440). The APU IP receives 128 bit signal, but the IP has

32 bit width. The IP receives a full set of data in 4 clock cycles. Similarly the
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IP APU module receives 128 bit of data from the IP in 4 clock cycles. A Finite

State Machine (FSM) with 5 states, i.e. load, load valid, store, store valid and idle

states control the data between the processor, IP APU and APU IP. The APU

uses some of the load/store input lines like APU FCM INSTRUCTION and

APU FCM INSTRUCTION V ALID etc., of the PowerPC processor for the

entire interface [4]. The signalsAPU FCM MENDIAN , APU FCM DECUDI

and APU FCM DECUDI V ALID are not used in this design. The APU wrap-

per of IP core using six control signals OP DATA EN ,OP DATA RDY ,

OP DATA EOS, IP DATA EN , IP DATA RDY , IP DATA EOS [49].

2.5.5 Related tools

The SoC development cycle has two different platforms a) Software development

b) Hardware development.

Software development platform

MATLAB and C programming language are used for algorithm development and

validation. Ecllipse platform is used to verify H.264 decoder (software). Xilinx

Software Development Kit (SDK) is used for profiling the algorithm in PPC440/MB

processors.

Hardware development platform

The hardware development cycle uses various tools for HDL coding, simulation,

synthesis, debugging. Aldec Rivera and Mentor graphics Modelsim simulation

tools are used for coding and simulation. For hardware and SoC development

Xilinx Integrated Development Environment (IDE) with Integrated Software En-

vironment (ISE) [64] and Embedded Development Kit (EDK) [3] are used. EDK

tool is used for building the SoC and generating custom peripherals [65].
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This chapter proposes a denoising algorithm for Fiber Optic Gyroscope (FOG)

signal. The performance of this algorithm is compared with existing algorithms

such as conventional Kalman Filter (KF), Discrete Wavelet Transform (DWT)

with respect to Allan Variance analysis and Signal-to-Noise Ratio (SNR). Further

a hardware Intellectual Property (IP) of the proposed algorithm is developed and

its performance is evaluated. Finally a System on Chip (SoC) is built using the

IP and hardware acceleration due to this configuration is reported.

3.1 Introduction

There is an increasing demand for accurate, yet low-cost and highly reliable guid-

ance, control, and navigation systems for measuring the direction and altitude of

an object. Gyroscope is the core component for providing this information. Al-

though different type of gyroscopes are available, Fiber Optic Gyroscope (FOG) is

a proven technology for measuring angular velocity of an object. It has the advan-

tages of low reaction time, wide dynamic range, high accuracy and reliability [66].

The basic operational principle of FOG is that the optical path difference induced

by counter propagating beams in a rotating reference frame is proportional to the

absolute rotation rate (Sagnac effect) [67]. When the system is at rest (static

condition), the counter propagating beams traverse identical paths resulting to

zero phase difference between them. In contrary, when the system rotates with

an angular velocity Ω (dynamic condition), the path difference between the two

beams will result in a phase difference which measures the rotation rate of the

object. Since the rotation angle is evaluated by integrating the measured rotation

rate over a period of time, any error in measuring the rotation rate will result

error in rotating angle. This error results in long-term offset/ bias drift of FOG

[66]. Hence prior to denoise the signal, understanding behavior of FOG signal is

necessary.

The measured FOG signal is said to be static when there is no rotation rate or

the gyro is in static condition. Similarly it is said to be dynamic when it rotates

with a rate in Deg/sec or Deg/hr. The sensitivity of measured angular velocity

is more important in the moving environment rather than in the static environ-

ment. The denoising of dynamic data is comparatively more complex than the

static data as the changes in rotation rates make it more difficult to simultane-

ously denoise the signal and accurately track the rotation rates. Some times the
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Figure 3.1: FOG raw signals in static and dynamic condition

measured signal is noisy during the transitions. FOG signal in dynamic environ-

ment, can be approximated as a combination of signals oscillating about a mean

value and signals transitioning between two mean values [68]. In this work the

transition region is considered as the discontinuity region and remaining region

is considered as stationary region. When the gyroscope is in stationary region,

the measured signal is noisy and when the gyro changes its rotation rate i.e. in

dynamic condition, the measured signal sees a sudden jump or transition in the
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signal. Figure.3.1a and Figure.3.1b show the static and dynamic signals of a FOG.

In literature different signal processing algorithms such as Discrete Wavelet

Transform (DWT) [69, 70, 71] and Kalman Filter (KF) with properly tuned gain

[72, 73], Multiple Model Kalman Filter (MMKF) [74, 75, 76] are being used to de-

noise the FOG signal in static condition satisfactorily. However these algorithms

fail to denoise the signal in dynamic condition. This is because neither the DWT

nor the KF algorithm can capture the unpredictable abrupt changes of dynamic

signal. Although an appreciable amount of literature is available for denoising

gyroscope signals using KF, the problem of adjusting KF parameters for the real-

time filtering application is still unsolved and tuning of these parameters varies

from sensor to sensor, even from axis to axis. Different approaches such as op-

timization approach [77] and Adaptive Kalman Filter (AKF) [78] were used for

denoising, but still improvements are required for denoising dynamic signal. In

Kownacki et al., KF was applied to dynamic signal with a test step signal using

optimized KF parameters [77]. These parameters were evaluated in advance and

used for denoising the whole signal. Denoising algorithms like AKF, MMKF etc.,

had applied successfully for denoising the dynamic data of Global Positioning Sys-

tem (GPS) [79, 80], but these algorithms failed to denoise FOG dynamic signal.

So development of an efficient denoising algorithm is necessary to improve the

accuracy and performance of FOG.

Both manufacturers and users are keen to know about the source of the noise and

the amount of noise present in the signal. Noise quantification helps the manufac-

turer to minimize the noise during the manufacturing process. Complementary to

this, the user can also improve the navigation solution by making use of different

denoising algorithms. The performance of the denoising algorithms are character-

ized by quantifying the random noises in the denoised signal using Allan Variance

analysis. This analysis helps to detect the FOG signal random drift [66] as Quan-

tization error (Q), Angle random walk error (N), Bias instability error (B), Rate

random walk error (K) and Drift rate ramp (R) [81]. Recently, FPGA based Real-

time embedded system is developed for vehicular navigation system, consisting of

a gyroscope and an odometer or wheel encoders, along with a GPS receiver and

KF [11]. In order to have on-board denoising of the FOG signal, the denoising

algorithm need to be implemented in the hardware and integrated to the FOG

sensor board. This chapter presents a new denoising algorithm namely, Adaptive

Moving Average Dual Mode Kalman Filter (AMADMKF) for denoising FOG sig-
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nal in both static and dynamic environment. This is a hybrid of the standard

Adaptive Moving Average (AMA) and Kalman Filter (KF) algorithms. Now-a-

days, SoC design solution replaces system on the board design concept [8]. So,

apart from proposing an algorithm for denoisng the FOG signal under static and

dynamic environment, we also implemented and tested the proposed algorithm in

a FPGA based embedded system platform.

3.2 Denoising algorithms

This section presents different denoising algorithms such as Discrete Wavelet

Transform (DWT), Kalman Filter (KF) and proposed algorithm for denoising

FOG signal.

3.2.1 Discrete Wavelet Transform (DWT)

During the last decade Wavelet transform became a popular tool for signal pro-

cessing applications. Most popularly, it is being applied for signal compression,

feature extraction and signal denoising [82]. This work focus on the use of Discrete

Wavelet Transform (DWT) for denoising FOG. Wavelet transform can be classi-

fied into two types i) Continues Wavelet Transform (CWT). ii) Discrete Wavelet

Transform (DWT). The DWT of the signal can be computed using decomposition

algorithm [83, 84]. In this algorithm at each level of decomposition, the signal

is passed through a half band low pass and high pass filters, followed by down

sampling by 2. The low frequency (approximated) coefficients contain rotation

rate, whereas high frequency (detail) coefficients have the information about rota-

tion rate with noise. Noise from high frequency coefficients are removed by using

thresholding the detail coefficients. For reconstruction the signal, reverse process

of decomposition is performed. The FOG output signal can be expressed as

yn = xn + en (3.1)

where xn, en are the true rotation rate and random noise respectively.

For denoising yn the algorithmic steps is explained below [85]

1. Select a wavelet basis ( Bi-orthogonal or orthogonal). Compute the approx-

imation and detail wavelet coefficients of the signal at each decomposition
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level. Let dj, j = 1, 2 . . . J are the detail coefficients at jth decomposition

level, where J is the maximum level of decomposition.

2. Compute the noise variance σ2
j at each level j =1, 2..J .

σ2
j = median(dj)/0.6745 (3.2)

3. Compute threshold Tj at each level j as

Tj = σj
√

2ln2j (3.3)

4. Select one of the level dependent threshold either (soft or hard). Apply the

selected threshold to detail coefficients

dSj =

sgn(dj)(|dj| − Tj), if dj ≥ Tj

0, if dj < Tj
(3.4)

dHj =

dj, if dj ≥ Tj

0, if dj < Tj
(3.5)

The selection of wavelet depends upon nature of the signal of interest and also

its correlation with the signal. For selecting the level of decomposition the mean

value of detail wavelet coefficient at each level is computed. Since, white noise has

zero mean, maximum level of decomposition is same as the level up to which mean

value of detail coefficient is zero. The choice of threshold selection rule also plays

an important role in denoising the signal. There are four threshold selection rules,

namely Rigrsure, Minimaxi, Sqtwolog and Heursure [82]. In this work, Sqtwolog

and hard threshold are used because i) it has shown better denoising result than

others and ii) it is easier to implement in the hardware.

3.2.2 Kalman Filter (KF)

Kalman filter uses state space representation of the input and various other pa-

rameters. Process noise covariance matrix (Qk) and measurement noise covariance

matrix (Rk) are the two parameters that effect the output of KF. There are sev-

eral variants of the KF based on the way the values of Qk and Rk are estimated
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[86]. In the basic KF fixed values of Qk and Rk are considered to filter the sig-

nal by assuming that the process noise and measurement noise characteristics are

statistically known. The denoising process using KF has two stages [86]

1. The first stage predicts the current state and the error covariance based on

the previous state estimation.

2. The second stage corrects the previous predicted values using the present

measured value.

These stages are represented as

x̂−k = Ax̂k−1 +Buk (3.6)

P−k = APk−1A
T +Qk (3.7)

Kk = P−k H
T (HP−k H

T +Rk)−1 (3.8)

x̂k = x̂−k +Kk(zk −Hx̂−k ) (3.9)

Pk = (I −KkH)P−k (3.10)

where

xk is the state vector at time k,

uk is the optional control input at time k,

Qk is the process noise at time k,

Rk is the measurement noise at time k,

zk is the measurement taken at time k,

Pk represents error covariance matrix at time k,

A, B and H are state space representation matrices.

Qk and Rk are discrete white noises having gaussian distribution with zero

mean and covariances respectively.

The Kalman Gain (Kk) is the dominant parameter that affects the filter per-

formance and is calculated based on the different KF parameters. A detailed

description of the standard KF is given in [86]. For a fixed set of KF parameters,

the Kalman gain and the error covariance converge to almost a constant value.

Hence, the KF can be characterized by the Kalman gain alone and the output can

be written as [86]

x̂k = x̂−k +Kk(zk − x̂−k ) (3.11)



CHAPTER 3. COPROCESSOR FOR FOG SIGNAL DENOISING 32

3.2.2.1 Adjusting KF parameters

Start the FOG

Collect the offline dynamic 
data

Use Kalman gains k1 and 
k2 in AMADMKF

Use Kalman filter for 
denoising for static 

region using sweeping 
Q and R 

Use Kalman filter for 
denoising for  dynamic 
region using sweeping 

Q and R 

Implementation of AMADMKF in FPGA

KF Gain k1

Test 
AMADMKF

Online SoC implementation of AMADMKF in 
FPGA

stop

KF Gain k2

Figure 3.2: Adjusting KF parameters in off-line mode of the AMADMKF

The Kalman gain (Kk) depends on the measurement noise covariance (Rk),

process noise covariance (Qk), and error covariance (Pk) matrices of the filter. The

estimation of these parameters for real-time filtering is still unsolved [77]. These

parameters values depend on the FOG dynamics which are not explicitly known a

priori. The effective denoising can be achieved by appropriate initialization of Rk,

Qk and Pk [87, 88]. For denoising the dynamic noisy signal, there exits a trade-off

between quality of denoising and following the trend of the signal. This depends

on the proper value of Qk/Rk. For the dual mode KF, Qk/Rk is selected such that

KF has a choice to choose the optimum value of Qk/Rk for effective denoising

and following the trend of the signal independently [89]. Since the algorithm has

two variables (Rk, Qk), it is not difficult to find the optimum values for the above

desired conditions. These can be obtained off-line by sweeping the range of both

the variables as shown in Figure.3.3a. The minima can be easily obtained from

the sweep plot to fix the value of Qk/Rk.

For static condition, KF gain k1 is calculated for the obtained values of Qk

and Rk using the sweep plot. The output of KF stabilizes after processing certain
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number of samples as shown in Figure.3.3a and the denoising effect has shown in

Figure.3.3b. This sample delay does not affect much in static condition, whereas

in the dynamic condition, this delay is not tolerable. The KF parameters not only

impacts the noise level of output signal, but also on the settling time of the KF.

It is observed from Figure.3.3a that the settling time decreases with increase of

KF gain and also decreases the denoising effect as shown in Figure.3.3b.
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Figure 3.3: Selection of KF gain in different conditions for dynamic FOG signal

This analysis shows that one KF parameter (Kalman gain) does not follow

the signal trend but denoises the signal effectively and vice-versa. This is shown

in Figure.3.3a and Figure.3.3b. These two results have different sets of Qk and

Rk values with the Kalman gains as k1 and k2. These values vary from FOG to

FOG. So the analysis of KF algorithm for a particular FOG is an important step

of the algorithm. In literature Dah-jing et al., evaluated the KF parameters using

swarm intelligence technique [90], but in order to maintain a feasible solution for

the hardware implementation, the gain parameters are estimated off-line as shown
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in Figure.3.2.

3.3 Proposed Hybrid Kalman Filter (AMADMKF)

AMADMKF is a hybrid KF technique based on the Adaptive Moving Average

(AMA) and Kalman Filter(KF). In this technique the moving average filter length

is not constant, rather it adapts according to input signal. A long term moving

average filter can denoise the signal effectively but it fails to denoise the signal if

it has multiple discontinuities. To avoid this problem, adaptive filters have been

used in which the length of moving average adapts according to rate of change in

signal. The adaptive moving average technique is used to detect discontinuities

in the signal [91]. The discontinuity locations are obtained using noise variance

of the signal. The AMADMKF algorithm has two KFs with different gains which

are obtained from off-line mode in previous subsection. One gain k1 is used when

the FOG is on stationary and other k2 is used when the FOG changes its rotation

rate. The implementation steps of AMADMKF algorithm is explained below

Implementation steps

1. Consider N = 4096 number of samples as one frame of the signal.

2. A q point simple moving average filter is applied to suppress the noise in the

signal. The denoised output is

yn =
1

2q + 1

q∑
j=−q

xn+j (3.12)

3. The noise is further reduced by applying an iterative adaptive moving aver-

age filter, in which the size of window varies adaptively. By using this filter

the output signal Yn is

Yn =
1

qh(n) + qt(n)

qh(n)∑
i=−qt(n)

yn+i (3.13)

where



CHAPTER 3. COPROCESSOR FOR FOG SIGNAL DENOISING 35

qh(n) =

q, if D′(n) < 0

f(D(n))q, if D′(t) ≥ 0
(3.14)

qt(n) =

q, if D′(n) > 0

f(D(n))q, if D′(n) ≤ 0
(3.15)

f(D(n)) = 1− D(n)

max(D(n))
(3.16)

D(n) = |y(n+ q)− y(n− q)| (3.17)

D′(n) = D(n+ 1)−D(n) (3.18)

4. Iteratively obtain (z times, in this work we have considered z=3) the values

of qh and qt by giving the adaptive filter output as the input. Select the

values of qh and qt that correspond to the final iteration.

5. For obtaining the discontinuity location, the sample variance is compared

with a threshold (λ). The variances of the samples starting from (2q + 1)th

sample to (N − 2q − 1)th sample is

σ̂2
n =

∑qh
i=qt
{Yi − Y n}2

qt + qh
(3.19)

6. Compute the threshold (λ) from as [91]

λ =
1

η
∗ (min(σ̂2

2q+1, σ̂
2
2q+2, σ̂

2
2q+3, ...., σ̂

2
N−2q−1))

2/3 (3.20)

where η is a constant and 0.1 < η < 0.5. η also can be determined as 95%

upper tail of exponential distribution with expected value as mean of sample

variances in the current frame [89].

7. Obtain all the discontinuity locations τi so that

τi = n|σ̂2
n > λ (3.21)

where n = 2q + 1, 2q + 2, ...., N − 2q − 1.
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8. If the number of discontinuity locations obtained is less than one, it implies

that there is no discontinuity in the present frame of the signal. Hence,

denoise the samples using KF with gain k1. When the denoising of current

frame is complete, skip all the steps below.

9. Otherwise find the consecutive discontinuity locations .

10. Denoise the samples from starting location of first discontinuity region until

the end location of the last discontinuity region, using KF with gain k2.

Rest of the samples are considered to be present in non-discontinuity region

and denoise them using KF gain k1.

11. Iterate all the above procedural steps for each frame.

The discontinuity detection is illustrated in Figure.3.4
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Figure 3.4: Discontinuity detection using AMADMKF algorithm

3.4 Experimental setup

In order to validate the performance of the algorithms, several test signals are

acquired from two different closed loop FOG’s (one is three axis (x, y, z) FOG and

other is single axis FOG) in both static and dynamic conditions. The single axis

FOG is shown in Figure.3.5. It uses a 25 volts DC-DC converter as power supply

for FOG. Also it sends data through serial data RS422 - RS232 converter to PC
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at baud rate of 115200. The data obtained from three different single-axis FOG’s

are labeled as set 1, set 2, and set 3. These data are collected in static condition

for 12.25 hr duration in a rate table with sampling frequency of 400 Hz at room

temperature. The dynamic condition test data are collected from three single axis

gyros for 1.25 hr duration with different rotation rate/hr ( ±2°±6° and ±10° ) at

room temperature. These are labeled as set 4, set 5, and set 6.

Static data sets (x-axis, y-axis, z-axis) are also collected from the three axis FOG

(static condition) for 4.5 hours with a sampling frequency of 200 Hz at room tem-

perature (20°). The dynamic condition test data are collected from the same three

axis FOG for 2 hours duration with different rates of rotation ±200 to ±1 Deg/sec

at different temperatures i.e., 0°, 20°, 40°and 60°C. The proposed algorithm is ap-

plied to all the three axis signals but only y-axis results are presented. Similarly,

only x-axis dynamic FOG signal is presented.

Figure 3.5: Single axis FOG

3.5 Simulation results

This section presents simulation parameters and results of each of the denoising al-

gorithms that are considered for comparison as discussed in 3.2. The performance

of DWT, KF, and AMADMKF algorithms are compared based on the Standard

Deviation (SD) and relative Signal to Noise Ratio (SNR) [92].

SNR = 10log

(
σ2
before

σ2
after

)
(3.22)
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where σ2
before and σ2

after refers to the variance of the signal before and after

denoising respectively.

The performance of the denoised algorithm for dynamic signal is expressed

in terms of bias drift and response rate [77]. Allan Variance noise analysis is

carried out before and after denoising the static signal. Allan variance analysis

is commonly used time domain analysis technique to quantify different random

errors like (Quantization noise (QZ), Angle Random Walk (N), Bias Instability

(B), Rate Random walk (K), Drift Rate Ramp (R)) present in the FOG. More

details about this can be found in [81].

For DWT algorithm, db-2 wavelet is chosen as the mother wavelet with the

7-level of decomposition. Different wavelet bases have been tested and it is found

that db-2 is the best suitable one for this application. The threshold method is

selected as soft with Sqt-log mode. For AMADMKF algorithm, 4096 data samples

are considered as one frame, whereas 1024 samples are considered as a frame for

DWT algorithm and KF denoised the signal sample by sample. These frames have

different lengths, and chosen by conducting many experiments [68, 93]. For KF

algorithm the gains are the ratio between Qk and Rk. The Kalman gain increases

as the ratio Qk/Rk increases. In this work, Kalman gains k1 and k2 are chosen as

0.2 and 0.001 respectively.
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Figure 3.6: Comparison of denoised results of set 1 and set 3 data under static
condition
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Figure 3.7: Comparison of denoised results of of set 4 data under dynamic condi-
tion

The DWT, KF and AMADMKF algorithms are applied to denoise the data

set 1, set 2, and set 3 of single-axis FOG. The denoised signal for set 1 and set 2

are plotted in Figure.3.6a and Figure.3.6b respectively. The results are plotted for

25 seconds to visualize the denoising effect clearly. However the simulations are

carried out for 12.25 hours data. From these figures, it is observed that the DWT

algorithm is not able to denoise the signal efficiently, whereas KF and AMADMKF

algorithms give competitive performance. This argument is also supported by the

improvements observed in the standard deviation and SNR tabulated in Table.3.1

and Table.3.2. Although KF gives quite competitive results with AMADMKF, it

fails to denoise the FOG signal under dynamic environment i.e. for data set 4, set

5, and set 6. The denoised dynamic signals of set 4 are shown in Figure.3.7a and

Figure.3.7b respectively. The plotted figures have been taken at different parts of

the denoised signals for observing the results more clearly. However, the complete

denoised signal of set 4 and y-axis are shown in Figure.3.8a and Figure.3.8b re-

spectively.

The three-axis FOG signals under dynamic conditions are also denoised using

the DWT, KF and proposed AMADMKF algorithm. Although the simulations
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Figure 3.8: Comparison of denoised results of set 4 and y-axis data under dynamic
and static conditions

are carried out for complete 1.5hrs data set, for clear observation, 20 seconds

of data showing one and multiple transition regions are plotted in Figure.3.9a

and Figure.3.9b respectively. In the data set, a transition occurs whenever there

is a change in the rotation rate of the object. Figure.3.10a shows the effect of

denoising the signal in a static region between two successive transitions whereas

and Figure.3.10b shows the complete denoised signal. From the Figures.3.6 to

Figure.3.10, the following conclusions have been drawn

1. The DWT algorithm exhibits delay and noisy spikes for initial samples of the

signal. This algorithm neither followed the trend of the signal nor denoised
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Figure 3.9: Comparison of denoised results of x-axis data under dynamic condition
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Figure 3.10: Comparison of denoised results of x-axis data in static and dynamic
condition

the signal effectively.

2. The KF-gain k1 followed the trend of the signal but could not denoises

effectively.

3. The KF-gain k2 algorithm denoised the signal effectively in between the
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successive transitions and also near the transition regions. However it did

not follow the trend of the signal and also it has more settling time.

4. The AMADMKF algorithm denoised the signal in both regions effectively

and efficiently. It also followed trend of the signal as shown in in Figure.3.9a

and Figure.3.9b.

The above figures reveal that DWT, KF gain k2 algorithm is not able to denoise

the signal efficiently whereas KF gain k1 and AMADMKF algorithms are giving

competitive performance in static condition. This argument is also supported by

the improvements observed in the bias drift and SNR tabulated in Table.3.1 and

Table.3.2. The results demonstrated that AMADMKF algorithm reduces the bias

drift of the signal by an order of 100 and improves the SNR approximately by 80

dB.

Table 3.1: Comparison of the standard deviation of denoising algorithms

Algorithm set 1 (Deg/sec) set 2 (Deg/sec) set 3 (Deg/sec)
Raw Signal 161x10−4 184x10−4 205x10−4

DWT 23x10−4 24x10−4 20x10−4

KF gain k1 1.8624x10−4 1.8510x10−4 1.9025x10−4

KF gain k2 37x10−4 39x10−4 39x10−4

AMADMKF 2.7784x10−4 2.4511x10−4 2.2559x10−4

Table 3.2: Comparison of the SNR of denoising algorithms

Algorthim set 1 (SNR in dB) set 2 (SNR in dB) set 3 (SNR in dB)
DWT 39.0252 40.9616 46.4925
KF gain k1 89.2074 91.9847 93.3793
KF gain k2 29.5478 30.9326 32.9927
AMADMKF 81.0272 86.3687 90.1595

We have also analyzed the performance of denoising algorithms using Allan

Variance analysis. The Allan variance is applied to long hour data sets only,

whereas dynamic environment data changes its rotation more often, so we cannot

apply this analysis to dynamic set data. We carried out Allan Variance analysis

on each set of static signals before and after denoising. The Allan Variance plots

of set 1 and set 3 are plotted in Figure.3.11. Figure.3.11a and Figure.3.11b shows

that the AMADMKF and KF gain k1 has lower slopes as compared to DWT, KF
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(b) Allan Variance analysis of set 3 data

Figure 3.11: Comparison of Allan Variance analysis before and after denoising of
single axis static data

Table 3.3: Allan Variance analysis of set 1 data

Factor Raw Data DWT KF gain k1 KF gain k2 AMADMKF
Q 1044x10−4 51x10−4 16x10−4 16x10−4 5.7256x10−4

N 20x10−4 0.93556x10−4 0.295x10−4 0.47486x10−4 0.10763x10−4

Bs 861x10−4 83x10−4 27x10−4 38x10−4 9.6754X10−4

K 14.0307 0.5648 0.1839 0.2559 0.0672
R 645.437 27.1835 9.0103 12.2006 3.2853

Table 3.4: Allan Variance analysis of set 3 data

Factor Raw Data DWT KF gain k1 KF gain k2 AMADMKF
Q 1633x10−4 51x10−4 61x10−4 32x10−4 5.3396x10−4

N 26x10−4 0.94815x10−4 0.29500x10−4 0.47486x10−4 0.10763x10−4

Bs 861x10−4 83x10−4 27x10−4 38x10−4 9.6754X10−4

K 14.0307 0.5648 0.1839 0.2559 0.0672
R 645.437 27.1835 9.0103 12.2006 3.2853

gain k2. The random noise coefficients are quantified from the slopes of the Allan

Variance plot and the values are tabulated in Table.3.3 and Table.3.4. From these

tables it is evident that there is a significant reduction in the noise coefficients in

case of AMADMKF algorithm as compared to DWT and KF gain k2, whereas

it gives nominal improvement as compared to KF gain k1. The noise coefficients

like rate random walk, angle random walk etc., are reduced after denoising by
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Table 3.5: Bias drift for dynamic condition of x-axis data at (20°)

Rotation(Deg/(sec)) Input DWT KF gain k1 KF gain k2 AMADMKF
-200 0.07903444 0.03503364 0.03741309 0.02874328 0.00190266
-175 0.06971800 0.01913449 0.00444798 0.02813906 0.00444798
-150 0.08232674 0.01402021 0.02050005 0.03304942 0.00135209
-125 0.08772601 0.03435027 0.00120231 0.03732033 0.00120231
-100 0.08254453 0.02181158 0.03925280 0.03117872 0.00114857
-75 0.07587522 0.04893878 0.02945189 0.02838094 0.00142887
-50 0.07272912 0.04633337 0.05730649 0.02652248 0.00217494
-25 0.16273886 0.67616173 0.22591008 0.03387397 0.00724240
-10 1.18274250 0.16234799 1.35868718 0.36400719 0.02185515
-5 0.52355471 0.06665217 0.41727810 0.27739167 0.00510942
0 0.09825683 0.01846334 0.34440835 0.06603170 0.00277341
5 0.36446447 0.57405045 0.74097886 0.35384390 0.36799868
10 0.10345610 0.04078017 0.14994349 0.06719986 0.00389824
25 0.52383367 0.26465033 0.36765599 0.27679807 0.01093359
50 1.14341674 0.41860928 0.45381398 0.35124023 0.00697088
75 0.16016677 0.03182775 0.03407524 0.03155125 0.00485489
100 0.07137773 0.05441877 0.02106103 0.02473529 0.00448087
125 0.07409974 0.05401282 0.02335348 0.02792786 0.00262171
150 0.07912759 0.06101953 0.04328984 0.03437041 0.00896167
200 0.08566183 0.05777715 0.03322102 0.03714617 0.00211409

Table 3.6: Comparison of SNR for denoising algorithms for x-axis data

Algorithm -200° -150° -100° -50° -10° 0° 10° 50° 100° 150° 200°
DWT 16.2820 35.4263 26.6178 9.0240 39.7222 33.4051 18.6178 20.0969 5.4387 5.1968 7.8773
KF gain k1 14.9555 27.7989 14.8315 4.7608 -2.7746 -25.0756 -7.4079 18.4821 24.3805 12.0512 18.9661
KF gain k2 20.2510 18.2773 19.4476 20.1839 23.5680 7.9674 8.6380 23.6081 21.2299 16.6531 16.7447
AMADMKF 74.5519 81.4780 86.3498 69.9577 79.7814 71.1681 65.5719 101.9170 55.2844 43.4698 74.1783

AMADMKF technique as evident from Table.3.3 and Table.3.4. So Allan Variance

analysis concludes that proposed AMADMKF algorithm is superior as compared

to other considered algorithms [49, 94]. For dynamic case, the three-axis FOG is

subjected to different rotation rates from -200° to 200° with the step of 25° per

second. Bias drift is calculated using all the three algorithms in each rotation

rate and the values are tabulated in Table.3.5. From this table it is observed that

the proposed AMADMKF algorithm reduces the bias drift significantly at most

of the rotation steps. Similarly, SNR is evaluated for ten different step rotation

of dynamic signal. The results are tabulated in Table.3.6, it is observed that for

dynamic signal the AMADMKF algorithm increases SNR of denoised signal sub-
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stantially as compared to other algorithms. In case of static signal the AMADMKF

algorithm detected some noise as discontinuity, this causes degradation of SNR.

However the difference between SNR of KF gain k1 and AMADMKF is marginal.

Hence, it can be concluded that the AMADMKF algorithm is more suitable for

denoising both the static and dynamic conditions of FOG signal.

3.6 FPGA implementation of denoised algorithms

This section presents the architecture (in terms of sysgen modules) of DWT and

KF algorithms for denoising the FOG signal.

3.6.1 Hardware architecture of DWT

The DWT hardware is developed using Xilinx system generator for DSP. To op-

timize time and resources several architectures of the DWT algorithm such as

convolution and lifting schemes have been developed for FPGA implementation

[95]. These architecture focus on minimizing the latency of the design. The ef-

ficiency of an architecture can also be enhanced by minimizing the arithmetic

blocks. Distributed arithmetic (DA) is one such popular architecture being used

in the design. It is also referred as multiplier free design [96]. In the present work,

DA technique is used for computing the convolution of DWT blocks. Although

it is concluded (from the previous Section 3.5) that DWT fails to denoise the

FOG signal in dynamic environment, we have implemented this in Xilinx sysgen

environment to compare the resource utilization with the architecture of other al-

gorithms. Figure.3.12 shows the procedure for algorithm to Intellectual Property

(IP) development phase of the DWT algorithm. When the DWT algorithm result

matches with the sysgen design result, an IP of the DWT algorithm can be tested

and integrated in SoC. In this work we have not built the IP of DWT algorithm,

because the algorithmic performance of DWT is not satisfactory.

The efficiency of the architecture plays an important role during the perfor-

mance evaluation. In DWT architecture group delay effect the synchronization

between the wavelet coefficients in various decomposition levels , this delay in-

creases as the level of decomposition increases. To reduce the group delay, convo-

lution architecture based on DA FIR filter is developed. This DWT architecture

processes serial samples, frame by frame for denoising the FOG signal. For im-
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plementation of DWT in FPGA several half band high pass and low pass filters

are realized using DA FIR module [97]. Apart form this, the architecture has

up/down-converters, interpolators, summers and reinterpret blocks in decompo-

sition and reconstruction modules. A Black-box module is used for thresholding

the wavelet coefficients.

Gyro signal

Select Wavelet 
And  LoD

Match

FPGA

DWT 
Algorithm

Hardware
Implementation

Compute Noise variance   
And calculate Square root log

Threshold 

Select Hard or Soft Threshold

Start

DWT IP Core generation and Integration
in SoC

No

Yes

Figure 3.12: DWT implementation procedure

We have selected db-2 as mother wavelet, Level of Decomposition (LOD) as

7 and the processing of FOG data is carried out frame wise with each frame

consisting of 1024 samples. Each decomposition stage has two FIR filters (low

pass, high pass) as shown in Figure.3.13. The low pass filter coefficients are fur-

ther decomposed into second level detail and approximation coefficients. This

process is repeated till the last decomposition level is reached. In each level of

decomposition, threshold is applied on the high pass filter coefficients as shown in

Figure.3.14. Hard threshold with Sqtwolog is selected as threshold selection rule.

During reconstruction, Inverse Discrete Wavelet Transform (IDWT) technique is

used as shown in Figure.3.15. It uses two filters (lowpass, highpass), the low pass

coefficients of seventh level is up-sampled by a factor of 2 and added with last stage
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thresholded high pass filter coefficients in order to first first stage reconstruction.

3.6.2 Hardware architecture of KF

The proposed KF hardware is developed using Xilinx system generator for DSP.

The KF hardware is divided into predict and update stages as shown in Fig-

ure.3.16. The complete hardware consists of Multiplexers, Divider Generator,

Registers, Accumulators, and Assert blocks. In the prediction state, Mux select
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line is permanently made logic high, so as to always select previous posteriori er-

ror covariance. The value of Q is input through Constant 1 block. The result of

Add-Sub block gives the predicted (priori) error covariance. The predicted state

estimate is obtained through a feedback from the previous updated (posteriori)

state estimate using Register 2 and Mux 1. The output of Add-Sub 5 block gives

the KF gain. The innovation is calculated using the predicted state estimate (out-

put of Mux 1) and present measurement zk (Gateway out) and output of Add-Sub

2 block. Posteriori error covariance is obtained at the output of Multiplier 1. The

updated state estimate is obtained at the output of Add-Sub 3 block.
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Figure 3.16: Sysgen KF architecture

3.7 Hardware architecture of the proposed algo-

rithm

The proposed AMADMKF algorithm uses four sub-modules, namely Moving Av-

erage & Memory module, Difference module (for computing the differences of sam-

ples), Variance module, and Threshold module along with the KF module. The

flowchart of this algorithm is presented in Figure.3.17. The complete architecture

of the system is shown in Figure.3.18. It consists of two asynchronous FIFOs
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(depth of 8192 and width of 32 bits), one each at the input and output of the

AMADMKF module. The input signal is processed as a stream and each stream

has 4096 samples. When the input FIFO (FIFO1) and output FIFO (FIFO2)

receive these 4096 samples, then it asserts FIFO1 and FIFO2 as 50% full. This

architecture has IP Data and OP Data (32 bit width) data buses for data input

and output to and from the IP core respectively. The working principle of the

AMADMKF IP core is described below:

1. The AMADMKF IP core receives data from the PowerPC(PPC440) when

IP Data En is logic high, and it receives the data till the FIFO1 is 50% is

full. This is ensured by the control signal IP Data End as logic high.

2. When the AMADMKF IP core is ready for processing, it will give a hand-

shaking signal Input Data Rdy as logic high. The FIFO1 sends the Input Data

to the AMADMKF IP core when Core input En is logic high, and the data

transfer continues till Core Input End is logic high.

3. When the AMADMKF IP core processes inputs sequentially on the stream,

it gives Core Input En as logic high and this is acknowledged by the FIFO1

with handshaking signal Core Input Rdy. When this signal is logic high,

then the AMADMKF IP core is ready to send the processed samples to the

output to FIFO2.

4. AMADMKF IP core communicates with FIFO2 in the same way as FIFO1

communicates with AMADMKF IP. When output data is available at FIFO2,

OP Data En signal becomes logic high and the FCM sends an acknowledge

signal OP Data Rdy as high. Then the Output Data is transferred to FCM

till OP Data End becomes logic high.

3.7.1 Moving average & Memory module (MA & Mem-

ory)

This is the first stage of the AMADMKF core and the architecture of this module

is shown in the Figure.3.19. The default parameter values are N = 4096, q = 20,

and z = 3. These are obtained from the control logic and the other parameters

i.e. qt and qh are set to zero initially. Based on the value of z and selectAMA,
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Figure 3.17: Flow chart of the proposed algorithm
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Figure 3.18: Top level architecture of AMADMKF core

the control logic redirects output to Variance or Difference module. From Fig-

ure.3.19, MA & Memory module performs q-point MA operation on IP Data
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when the control logic asserts z = 0 and selectAMA = 0. A programmable 12-bit

counter and address generation module (Addr gen) are used for addressing the

RAMs. When valid0 and valid1 are at logic high, moving average data is stored

in RAM0 and RAM1. The data from RAM to output and MA to RAM is trans-

fered simultaneously resulting Data (i+ q) and Data (i− q) for processing in the

Difference module. The output data of MA uses only RAM0 Memory module

when selectAMA=1,Then the output data is transferred to variance module for

further processing.

3.7.2 Difference module (Diff)

The output data from MA & Memory module (Data (i+ q), Data (i− q)) are

input to the Difference module. The architecture of this module is shown in

the Figure.3.20. The counter with address generation output is connected to the

Addr in to address the RAMs, and q sel is the write enable control signal of RAM.

This module performs difference operation D(t) between x(t + q) and x(t − q))

samples, and also performs difference D′(t) between consecutive differences D(t).

qt and qh values are obtained depending on the different conditions/signs of D′(t).

These values are updated using equations (3.14) and (3.15). The Difference module

and MA & Memory module is updated z times to update the ping-pong memory

buffers with updated qt and qh values for the entire frame as in Figure.3.18



CHAPTER 3. COPROCESSOR FOR FOG SIGNAL DENOISING 52

D’(t)>0 D’(t)<0

D’(t)=Diff(D(t))

D(t)=x(i+q)-x(i-q)

Data_i+q[31:0] Data_i-q[31:0]

D’(t)<0

qh(t)=q
qt(t)=
(1-(D(t)/Max(D(t)))*q)

qt(t)=qh(t)
=(1-(D(t)/Max(D(t)))*q)

qt(t)=q
qh(t)=(1-
(D(t)/Max(D(t)))*q)

Select 
logic mux

qh_memqt_mem

qt qh

q_sel

Addr
gen

12-bit 
counter

Figure 3.20: Architecture of Difference module in AMADMKF core

ACCUM

subtract

square

Addr_in<=3q-1
comparator

Addr_in<=(t-qt)
&>(t+qh)

comparator

Sample variance

Select_data[31:0]

Addr_in>N-3q+1
comparator

Counter of Range
t=2q+1 to N-2q-1

qt qh

RAM

Addr
gen

addr

en

ACCUM

Divider

Adder 
qt+qh

Divider

Add_out[11:0]

Variance module

wr

qsel

en

Figure 3.21: Architecture of Variance module in AMADMKF core



CHAPTER 3. COPROCESSOR FOR FOG SIGNAL DENOISING 53

3.7.3 Variance module

The detailed architecture of this module is shown in the Figure.3.21. The control

logic activates the Variance module when z > 3. The qt and qh values (from the

Difference module) are used to calculate the MA output in the MA & Memory

module. The output of the MA & Memory module (selectAMA) is used to cal-

culate the variance. This module has a comparator, which detects the address

between the memory locations (3q + 1, N − 3q − 1). This comparator output en-

ables the address generation unit and RAM. The output of AND logic enables

the accumulator to perform the average operation for calculating the mean and

sample variance.
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Figure 3.22: Architecture of Threshold module in AMADMKF core

3.7.4 Threshold module

The detailed architecture of threshold module is shown in the Figure.3.22. This

module computes mean (µ) of the sample variances obtained from the variance

module. The comparator checks the condition µ > 0 and enables it to calculate

the threshold by multiplying µ with the distribution values stored in a log look

up table. If µ < 0, it makes thr = 0. The Enable signal starts the counter

and 14-bit linear feedback shift register (LFSR) to store the random numbers in

16Kbyte RAM. The predefined 14-bit wide logarithmic random values are read
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from the single port ROM and multiplied by µ. Once the threshold is computed,

the comparator checks the variance with threshold and proper KF is selected.

Then the KF performs the denoising operation according to the gain parameters

and resulting denoised samples are transferred to FIFO2 as shown in Figure.3.18.

3.7.5 Control logic

The control logic synchronizes rest of the submodules and generates the necessary

inputs to them. It collects all the flags f1,f2,..f7 that are associated with each indi-

vidual module. These flags are useful to debug various stages of the architecture.

3.8 Programmable System on Chip (PSoC) plat-

form for AMADMKF coprocessor

In this work, a PSoC prototype for denoising FOG signal is developed [89]. It

is an integrated system that integrates processors, peripherals, memories and co-

processor on a single chip. The FPGA SoC mainly offers hardware re-use and

easier programmability to an user for developing complex systems. The proposed

SoC system using Virtex-5 FPGA consists of PPC440 processor and peripher-

als such as UART (RS-232), DDR2-SDRAM, BRAM, Timer, Interrupt modules,

custom hardware accelerators and APU based coprocessors. Processor Local Bus

(PLB) is intended for communication between processor and peripherals in FPGA-

based SoC. The Fabric Co-Processor Bus (FCB) is a dedicated high-speed, low

latency bus between the processor and APU for faster transferring from APU to

processor and vice versa as shown in Figure.3.23.

A Fabric Coprocessor Module (FCM) of AMADMKF algorithm is developed

and interfaced with embedded PPC440 processor through APU controller to accel-

erate computation of the algorithm. Using extended instructions of load and store

for transferring the data between Processor and APU are used [4]. The processor

(PPC440) is a preferred choice over other soft core processors like Microblaze in

FPGA, due to its high speed of operation and efficient resource utilization [16].

The proposed SoC platform is shown in Figure.3.23. It has three main blocks

namely, processor (PPC440) with APU interface, FCM and external peripherals

such as memory controller and two UART (RS-232) based communication serial
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Figure 3.23: FPGA based SoC system

links. The PPC440 is connected to the Processor Local Bus (PLB) via Master port

(MPLB) and DDR2-SDRAM is connected through the Memory Controller Inter-

face (MCI). The other slave peripherals like serial communication links UART 0,

UART 1 and Flash memory are connected to the common processor local bus

(PLB) through Slave PLB port. The FCM for AMADMKF core is interfaced to

the PPC440 through the Fabric Coprocessor Bus (FCB). The AMADMKF co-

processor frequency is adjusted by system clock generator to 33 MHz. This clock

generator which is not shown in Figure.3.23 not only generates the clock for co-

processor but also it generates clock for the entire SoC system i.e. PPC440 clock,

DDR clock, Bus Clock etc.

The UART 0 RX link receives the input from FOG and transmits the data to

FPGA for denoising. The hardware module (AMADMKF) denoises the noisy data

and transfers denoised data to the PPC440. UART 1 TX transmits the denoised

data from the FPGA to Matlab-PC for analyzing and plotting the denoised result.

The FOG board has a 25 volts DC-DC converter for power supply and RS422 -

RS232 converter for receiving the input from FOG at baud rate of 115200. Noisy

data from FOG contains temperature, rotation rate and Cyclic Redundancy Check

(CRC) informations. A software code is written on PPC440 for acquiring the gyro

data for CRC check and header detection. Then the data samples are input to
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Figure 3.24: FPGA based SoC testbed setup for AMADMKF in real time

the AMADMKF FCM for denoising. Finally the denoised output data are sent

to Personal computer (PC) through RS232 1 for further analysis. DDR2-SDRAM

is used to store the heap and stack of the software program. Compact flash

peripheral is used to test the off-line test of gyro data and also to store the denoised

data. In this work, we process only one component of Inertial Measurement Unit

(IMU), there are several other modules like processing of other 2 gyroscope signals,

3 accelerometer signals, estimating the navigation information, interfacing and

processing with other sensors. Moreover the baud rate has to be increased to

921.6 Kbps. All these combined processing requires higher end FPGA. For these

reasons, in the first stage of prototype development Virtex-5 FPGA is selected.

Although it is cost effective, but it has enough resources to accommodate the

complete process requirements.

The SoC system with APU co-processor using PPC440 processor for denoising

the FOG signal is similar to Figure.2.4 of Chapter 1. It has mainly two modules,

i) APU wrapper and (ii) AMADMKF IP core. The objective of APU wrapper is

to interface FCM (AMADMKF IP core) with processor, whereas AMADMKF IP

core is used to denoise the samples. APU wrapper contains two different modules

namely IP APU and APU IP interfaced with the IP core similar to Figure.2.6. For

load data (APU IP), APU Controller sends entire 128-bit bus along with starting

byte address to the FCM and it checks the starting byte address to identify the
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valid data. During the store instruction, (IP APU) transfers the denoised samples

from FCM to processor (PPC440). A snapshot of the real time test bed is shown

in Figure.3.24

3.9 Implementation results

3.9.1 FPGA implementation of AMADMKF IP core re-

sults

After successful algorithmic simulation, AMADMKF algorithm is coded using

HDL language and functional verification is performed. The interface wrapper

logic and the AMADMKF core are simulated using a test bench and the results

are compared with the Matlab/C software output. The simulation results of DWT,

KF, AMADMKF are shown in Figure.3.25. When the Output Data Rdy signal

is logic high, the denoised output data is available at Output Data port which is

in fixed point format and are scaled and converted into single precision floating

point format to compare with the software MATLAB/C results.

The resource utilization of individual algorithms and total SoC system with

AMADMKF IP are tabulated in Table.3.7. This table shows percentage of re-

sources utilized among the individual available resources in the FPGA. The KF

algorithm involves arithmetic operators like Dividers, multipliers, adders, and due

to this it uses more DSP48E slices, whereas AMADMKF algorithm uses simplified

expressions which reduces the computations. Although it has less computation,

but since it processes 4096 samples as one frame and denoises the signal frame by

frame in contrast to KF algorithm which processes the signal sample by sample,

AMADMKF algorithm consumes more resources than KF algorithm. It is ob-

served that the latency of KF is less due to the sequential processing of samples in

contrast to frame processing of DWT and AMADMKF algorithm. The execution

time of these algorithms are evaluated and used as a performance indicator for

comparing different algorithms.

FPGA has a mixture of heterogeneous device primitives (Slice Registers, Occu-

pied Slices, Slice LUTs, BRAMs, and DSP48s). For area comparison, all the device

primitives are converted to logic cells [98]. The resource utilization of different al-

gorithms are tabulated in Table.3.7. From this Table, it is observed that DWT

algorithm consumed more number of slices and slice registers, KF consumed more
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(c) Hardware core simulation of AMADMKF algorithm for y-axis static data

Figure 3.25: Comparison of denoised algorithm versus hardware simulation

BRAM and DSP48E slices and AMADMKF algorithm consumed more BRAM

and slices. It is also observed from Table.3.7 that the proposed algorithm has a

trade-off between execution time, area and SNR. AMADMKF algorithm is supe-

rior to both KF and DWT algorithms in terms of SNR and area. In contrast this
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algorithm takes more execution time compared to both KF and DWT algorithms

Table 3.7: Comparison of resource utilization for denoised IP cores

Resources(available) DWT KF AMADMKF SoC system
Slice Registers(42000) 24177(53%) 4980(11%) 4598(10%) 7469(16%)
Slice LUTs(42000) 18887(42%) 2213(4%) 9542(21%) 12184(27%)
Occupied Slices(11200) 6668(59%) 479(4%) 3407(30%) 8902(79%)
DSP48Es(128) 9(7%) 44(34%) 9(7%) 9(7%)
Block-RAMs(148) 74(50%) 79(53%) 39(36%) 85(57%)
Maximum-frequency( MHz) 236 54 67 200
Latency in cycles 82 4 54 -
Logic cells(48256) 10912 16690 6761 12821
Execution Time(µs) 0.34 0.07 0.8 1.63

It is concluded that from Table.3.7, although AMADMKF algorithm is not

optimum with respect to execution time but it is a suitable algorithm for denoising

FOG signal in terms of resource utilization and SNR. So SoC system is built using

AMADMKF algorithm and the comparative results are plotted in Figure.3.26 and

Figure.3.27. The bias drift of IP is calculated and compared with the software

result. The results are tabulated in Table.3.8.

3.9.2 PSoC implementation results

Table.3.7 shows that SoC implementation of AMADMKF core has increase in

logic cells compared to AMADMKF core. This is due to the additional resources

like processor PPC440, DDR2-SDRAM, internal memory controllers and UARTs

in the system. The acceleration factor of the proposed hardware IP with respect

to its equivalent software implementation on the embedded processor (PPC440)

is tabulated in Table.3.9 which shows that an acceleration of 65x is achieved by

the developed hardware IP. This is a significant acceleration. The embedded

platform is validated by denoising the collected FOG data sets. The SoC results

are compared with the MATLAB simulated results of AMADMKF algorithm and

are plotted in Figure.3.27. For clear observation, Figure.3.26a and Figure.3.26b

shows a stationary portion of the denoised signal using the MATLAB simulation

(AMADMKF) and SoC implementation whereas Figure.3.27a and Figure.3.27b

shows the portion of denoised signal in between the transitions of a dynamic

signal. This figure confirms that the developed embedded platform denoises the



CHAPTER 3. COPROCESSOR FOR FOG SIGNAL DENOISING 60

signal effectively.
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Figure 3.26: Comparison of algorithm vs. SoC implementation results (static
region)
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Figure 3.27: Comparison of algorithm vs. SoC implementation results (dynamic
condition)
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Table 3.8: Standard deviation of x-axis data denoising using software and hard-
ware

Rotation(Deg/(Sec)) Input AMADMKF SoC AMADMKF
0 (static) 0.01514121 0.0019 0.0019

-200 0.07903444 0.0019 0.0018
-175 0.06971800 0.0044 0.0044
-150 0.08232674 0.0013 0.0013
-125 0.08772601 0.0012 0.0011
-100 0.08254453 0.0011 0.0011
-75 0.07587522 0.0014 0.0014
-50 0.07272912 0.0021 0.0021
-25 0.16273886 0.0072 0.0072
-10 1.18274250 0.0218 0.0218
-5 0.52355471 0.0051 0.0051
0 0.09825683 0.0027 0.0027
5 0.36446447 0.3679 0.3572
10 0.10345610 0.0038 0.0037
25 0.52383367 0.0109 0.0109
50 1.14341674 0.0069 0.0069
75 0.16016677 0.0048 0.0048
100 0.07137773 0.0044 0.0044
125 0.07409974 0.0026 0.0026
150 0.07912759 0.0089 0.0089
200 0.08566183 0.0021 0.0021

Table 3.9: Execution time of AMADMKF algorithm in SW and HW

No of Frames SW(µs) HW(µs) Acceleration factor ( SW
HW

)
2 548.67 8.46 64.85
10 2795.89 42.54 65.72

3.10 Conclusions

In this chapter, a new algorithm namely Adaptive Moving Average based Dual

Mode Kalman Filter (AMADMKF), is proposed for denoising the Fiber Optic

Gyroscope signal. The performance of the algorithm is compared with the Dis-

crete wavelet transform (DWT), and the standard Kalman Filter (KF) algorithm.

It is observed that AMADMKF algorithm improves the standard deviation and

signal to noise ratio by a factor of 100 and 80 dB respectively. However, the KF,

has shown competitive performance as AMADMKF algorithm while considering

the standard deviation and signal to noise ratio as a performance indicator for

denoising static and dynamic signal. A co-processor for AMADMKF algorithm
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is developed and hardware IP simulation results are matched with the algorith-

mic simulation results. The performance of AMADMKF is compared with DWT

and KF algorithm. It is concluded that the proposed algorithm is the optimum

algorithm in terms of area and SNR, whereas KF algorithm is better in terms of

execution time. A system on chip implementation of the AMADMKF algorithm

using Xilinx Virtex-5FX70T-1136 FPGA is proposed and tested. The execution

time of the developed AMADMKF IP is 65x faster than the equivalent software

execution time in the PowerPC440 embedded processor.



Chapter 4

Coprocessor for Differential

Evolution algorithm

Mutation Crossover Selection

DDR
Clock 

Generator
100MHz(SPLB_Clk)

Timer

Profile Timer

Initialization

PowerPC440

PLB Bus
33MHz

Hw_Clk

INTRBRAM       
Controller

BRAM

MCI

FCB Bus

Fitness 
Evaluation

DE 
CORE

CO-PROCESSOR

DE 
CORE

SLAVE Unit

FCM

JTAG UART

Fitness 
Evaluation

Interrupt

Σ

Unknown 
plant

IIR filter

DE 
algorithm

Y(k)

d(k)

e(k)
+

_

System Identification Problem

X(k)DE core

63



CHAPTER 4. COPROCESSOR FOR DE ALGORITHM 64

This chapter presents the design and implementation of the coprocessor for

computing DE algorithm. This is second case study of thesis. The details of

proposed architecture of fixed and float DE algorithm along with System on Chip

(SoC) implementation is also presented. The Intellectual Property (IP) is inter-

faced using both Auxiliary Processing Unit (APU) and Slave Unit (SU) interface

techniques with the PowerC440 (PPC440) processor in SoC platform. The perfor-

mances of the IP are evaluated with respect to acceleration and power consump-

tion. Further more, a system identification using Infinite Impulse Response (IIR)

filter is realized using the developed IP and the hardware acceleration is reported.

4.1 Introduction

Optimization is the branch of science that deals with methods to obtain best pos-

sible solution for a given set of problems. The quality of solutions are expressed

in terms of a numerical values. Thus the aim of optimization is to select the best

possible decision for a given set of circumstances. In recent years, the subject of

computational science has matured and is widely used in science and engineering

applications [99]. There are different Evolutionary Algorithms (EAs) such as Ge-

netic Algorithm (GA), Particle Swarm Optimization (PSO), Differential Evolution

(DE) etc. for solving optimization problems, out of which DE is a popular method

because i) it is simple to implement less complexity, ii) it has better performance in

comparison with other EA algorithms and iii) it has less number of control param-

eters and less space complexity. Most of the evolutionary techniques have been

implemented in a high end desktop computer/processors to solve optimization

problems. The applications like Motion estimation [100], pole-placement design

of infinite-impulse-response filter [101], future generation evolvable machines [102]

use evolutionary algorithm to derive optimal solutions. These applications gener-

ally uses low-performance microprocessors with limited computational resources,

rather than high-performance desktop personal computers/processors to execute

the evolutionary algorithms. The time consuming evolution process limits the use

of evolutionary algorithms in an embedded applications. This leads to slow execu-

tion speed of the algorithms in an embedded processor. In order to meet the real

time execution speed requirement, one can either proceed with the parallelization

of the algorithm or implement the design onto the hardware. Generally, embedded

systems are designed to perform one dedicated task, which is different from gen-
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eral purpose computer system to meet the real-time constraints and quality of the

solution. There are several platforms to develop an embedded system with its own

advantages and disadvantages and FPGA is one such platform [11]. In this work,

we choose FPGA as development platform, because it has the flexibility to design

entire system either in firmware or hardware, or the system can be partitioned

into hardware and firmware.

DE algorithm has been widely accepted and implemented on general purpose

processors, but mostly it is executed in an off-line mode of desktop simulation.

It can be implemented in both embedded processor and hardware using either

fixed point or floating point arithmetic. Although floating point DE gives better

accuracy but at the expense of high computation cost. It leads to slowdown the

execution of the algorithm in embedded processor approximately by 5-40x. In the

literature, there is no reported work which implements the DE algorithm in hard-

ware for accelerating its execution speed. Hence in this work, fixed and float DE

IPs are developed. In floating point DE IP, the fabric FPU is used to carryout the

floating point arithmetics. A complete SoC is built by interfacing the IP with the

PPC440 using APU & SU interfacing techniques in the Xilinx FPGA development

board. The performance of the DE IP for both the interfaces are evaluated. The

objective of this work is to implement the DE in the FPGA platform to accelerate

the optimization speed. This work focuses on only improving the speed of the

optimization time and not to improve the quality of solutions. For improving the

quality of solution different variants of DE algorithm can be explored.

In this work, basic DE algorithm is used for hardware implementation. It has

three major computational steps, (i) random number generation, (ii) fitness func-

tion evaluation, and (iii) population update. For complex applications, execution

time of the fitness function evaluation dominates the overall execution time of the

DE algorithm. So in general the execution speed can be improved by designing

hardware accelerators for fitness evaluation. In this approach, fitness function

evaluation module can be in hardware (HW) and remaining logic of DE algorithm

can be in the processor/ software (SW). In other way, the fitness function can be

implemented in SW and remaining part of the algorithm in the HW (HW/SW co-

design), in both the cases the bus transition time will dominate the execution time

for evaluating the fitness function. On the other hand, if the total DE algorithm

including fitness function evaluation is implemented in the embedded processor

of FPGA, then there will be no acceleration in execution speed [103]. All the
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above approaches will not give any additional improvement in terms of execution

speed. So, an alternate choice is explored in which all the modules of DE includ-

ing fitness function evaluation module are implemented in hardware, and use it as

a dedicated hardware accelerator. There are two different interfacing techniques

are adapted for hardware accelerators and these are being used for accelerating

DSP algorithms [29]. In the first technique, the IP is interfaced using Auxiliary

Processor Unit (APU) to the embedded processor (PPC440) and in other tech-

nique, it is interfaced as a Slave Unit (SU) with the shared local bus of embedded

processor. The proposed accelerators are scalable in terms of the population size,

number of generations and dimension, which can be modified by the user through

the embedded processor. In the proposed design, both the fitness function evalu-

ation and DE IP are realized in a single module rather than in different modules

[104]. The proposed DE IPs in fixed and floating point modules are interfaced

as APU to solve the Infinite Impulse Response (IIR) Filter based system identi-

fication problem. In this application IIR filter coefficients are obtained using the

developed DE hardware accelerator.

4.2 Literature survey

Numerous hardware implementation of EAs have been described in literature.

A comprehensive review of literature related to FPGA implementation of EA is

tabulated in Table.4.1. A Complete Hardware Evolution (CHE) of GA was im-

plemented on a single FPGA to evaluate single variable fitness functions [105],

and reported that the execution speed is improved significantly as compared to

its software implementation. However, this implementation has no provision to

configure the GA parameters like mutation, crossover rates, population size and

number of generations, and it cannot be directly interfaced to higher dimensional

fitness functions. To overcome the above mentioned drawbacks in [105] a cus-

tomized Intellectual Property (IP) of genetic algorithm was implemented in the

Xilinx FPGA and integrated with PowerPC 405 processor based SoC and the

speed enhancement up to 5.16x was achieved in Virtex-II Pro development kit

[106]. A modular co-design architecture was developed for particle swarm op-

timization (PSO) algorithm [104], in which particle positions were updated in

hardware whereas the fitness function was evaluated on a Nios-II embedded pro-

cessor. Due to this approach, the design has a flexibility to modify the fitness
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functions in the software depending on the applications. With this approach var-

ious embedded applications can be developed simply by changing the objective

function. This design achieved speedup of 20x in Altera development kit. Hard-

ware architecture of pipelined PSO (PPSO) was developed along with the parallel

PSO framework which consists of multiple Nios -II processors using System-on-a-

programmable-chip (SOPC) methodology and resulted speedup of 98x compared

to the software implementation of the PSO algorithm in Altera development kit

[107]. A modular, flexible and reusable multi-swarm PSO parallel hardware archi-

tecture was proposed to overcome the drawbacks of software implementation of

the PSO algorithm using a Freescale micro-controller and Xilinx MicroBlaze soft

processor core [108]. A hardware accelerator for parallel PSO (pPSO) algorithm

was reported and validated its performance by optimizing test bench functions on

Microblaze (MB) processor based SoC in a Virtex-6 development kit [109]. The

PSO algorithm was tested on MB at 200MHz and compared the acceleration with

a dedicated PSO IP, which shows 18-135x acceleration.

Table 4.1: Review of existing literature on FPGA implementation of evolutionary
algorithms

Work Algorithm Processor(Hz) IP Freq (Max Freq) FPU Used Speedup Target Board
MHz

[106] GA PowerPC (200) 50 (50) No 5.16x Xilinx Virtex-II Pro
[105] GA PC - (50) No - Xilinx SP3E
[104] PSO Nios-II (50) 50 (50) No 20x Altera DE2-70
[107] PSO 4 Nios-II (50) 50 (76.3) No 98x Altera Stratix
[108] PSO Freescale (25) 25 (-) No 359x-653x MC9S12DP256B

Microblaze (25) 25 (42.5) & 25(29.8) 37x-52x Xilinx Virtex-II Pro
Xilinx SP3E

[109] PSO Microblaze (200) - (233) No 18x-135x Xilinx Virtex-6
[110] GA 16 EM64T CPU(3.2G) 8-15(-) Yes 1.3-3x Altera Cyclone
[111] GA CPU (2.7G) 190(175) Yes 7-116x Xilinx Virtex-5

GPU (Nvidia Quadro FX) (450M) 110(100) 7.3-12.3x
[112] PSO CPU(1.6G) with MATLAB 50(94) Yes 78-127x Xilinx Virtex-5
[113] PSO Microblaze(50M) 50(99) Yes 6490-13820x Xilinx Virtex-5

CPU(1.6G) with MATLAB 3.6-4.2x
[114] PSO Microblaze(50M) 40(40) Yes 6465-13888x Xilinx Virtex-5

CPU(1.6G) 1.4 -3.1x
Present work [103] DE PPC440(200M) 33(65) No 80x-150x Xilinx Virtex-5

Present work[7] DE PPC440(200M) 50(120) Yes 200x Xilinx Virtex-5

Vijay et al., reported three different parallel processing architectures of GA

to improve the performance in terms of execution speed. It uses multiprocessor

(PGA), reconfigurable hardware using a pipelined architecture (HGA) and parallel

architecture (PHGA). The parallel GA (PGA) in multiprocessor uses Message
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Passage Interface (MPI) and executed on Rocks cluster with 16 EM64T CPUs

each with a clock frequency of 3.2GHz. Similarly, HGA, PHGA were implemented

on a reconfigurable Altera Cyclone FPGA with clock rate between 8 to 15 MHz.

PHGA architecture uses both pipeline and duplicated hardware module for fitness

evaluation to give additional parallelism. It is reported an acceleration of PHGA

architecture for GA IP (1.3-3x) compared to software implementation, and this

hardware was used to solve real-time scheduling problem [110].

Vaš et al., developed a hardware accelerator for cartesian genetic programming

with multiple fitness units which uses intelligent memory organization and contains

multiple virtual reconfigurable circuits to evaluate several candidate solutions in

parallel [115]. Further, the hardware was tested with an application of image

filter which showed significant speed up over 170x compared to equivalent software

implementation on PPC440 in Virtex-5 FPGA.

Munoz et al., implemented the hardware architecture for parallel Particle

Swarm Optimization (PSO) using Floating-Point (FP) arithmetic. In this imple-

mentation, PSO core was operated at 50 MHz and it achieved an acceleration of 78-

127x compared to software implementation while optimizing test functions running

at 1.6 GHz speed with 1 GB RAM [112]. The work was extended in [113], which

implemented parallel self-adaptive PSO using higher precision with large dynamic

range FP arithmetic to perform computations. This hardware used attractive-

repulsive scheme to avoid premature convergence of PSO and gave an acceleration

of 6490-13820x compared to equivalent software implemented in MB processor on

a Virtex-5 FPGA (xc5vlx330). The fully parallel and partial parallel PSO imple-

mentation results were compared in similar test conditions [112, 113, 114]. From

the Table.4.1, it shows that parallel PSO speed up the software application on

Microblaze without FPU by 6465-13888x and partial parallel hardware speed up

by 3595-6725x compared to parallel PSO.

The hardware implementation of DE in Graphical Processing Unit (GPU) us-

ing Computer Unified Device Architecture (CUDA) was developed for accelerating

the execution speed of a co-evolutionary DE algorithm [116]. The computation

time of co-evolutionary DE algorithm in CUDA architecture was compared with

the computation time of the same algorithm implemented and was reported that

the CUDA architecture significantly improves the execution speed [117]. However

CUDA is not suitable for embedded applications due to its high power consump-

tion and operating speed.
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Gomez-Pulido et al., implemented the GA algorithm on FPGA, CPU and

GPU with different fitness functions using FP arithmetic. Applications like i)

error correcting codes optimization, ii) radio network design and iii) adjusting

of X-ray diffraction profiler. The FPGA hardware has shown an acceleration

of 7.3-12.3x and 7-116x compared to GPU and CPU respectively. The use of

reconfigurable hardware lowers cost and power consumption compared to GPU,

which is desirable when they are applied for intensive scientific calculations in

parallel computing environments [111].

Evolutionary algorithms are used in applications like Infinite Impulse Response

(IIR) based adaptive filtering, system identification etc. Evolutionary algorithms

such as GA [118], swarm intelligence [119, 120], DE [121, 122] have been used to

solve system identification problem. So in this work we used the DE IP for solving

IIR system identification problem and evaluated the hardware acceleration.

4.3 Differential Evolution algorithm

Differential Evolution (DE) algorithm has been proved to be an efficient algorithm

to accurately compute the global optimum solution for optimization problems and

multi-modal optimal control problems [123]. DE employs real-coded variables and

typically relies on mutation as the search operator [124]. It has evolved to share

many features with conventional GA, like both maintain populations of potential

solutions and use a selection mechanism for choosing the best individuals from

population [125]. It is a parallel direct search method that employs a population

of size NP , floating/fixed point encoded individuals or candidate solutions.

Basic DE algorithm has four major steps; (i) population initialization, (ii)

mutation operation, (iii) crossover operation, and (iv) selection process as shown

in Figure.4.1. The complete pseudo code of DE is given in Algorithm 1. The

performance of DE accelerators are tested by optimizing a set of numerical test

bench functions as tabulated in Table.4.2 (CEC 2005 and 2010 [126, 127]. These

numerical functions include four low-dimensional and two high-dimensional func-

tions as mentioned in Appendix-A. The DE algorithmic control parameters are

tabulated in Table.4.3. The DE algorithm starts by initializing parameters and

population values. The population of size NP are randomly generated within the

predefined range, and these are passed to an objective function for evaluating the

fitness values.
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Figure 4.1: Flow chart for DE algorithm

In each generation, individuals of current population become target vectors.

For each target vector, mutation operation gives a mutant vector, by adding the

weighted difference between two randomly chosen vectors to a third vector. Next

crossover operation generates a new vector, called trial vector, by mixing the

parameters of the mutant vector with those of the target vector. If the trial

vector obtains a best fitness value than the target vector, the trial vector replaces

former target vector in the next generation. This process repeats until a maximum

number of generation is reached. The flowchart of DE algorithm in shown in

Figure.4.1.
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Algorithm 1 Pseudo-code for the Differential Evolution Algorithm

Step 1: Read the control parameter values of the DE algorithm :
scale factor (F ), crossover rate (CR), maximum number of iterations GMAX the
population size NP , and dimension (D) from user.

Step 2: Set the generation number Gen=0 and randomly initialize a population
of NP individuals PG=[X

(G)
1 , ...., X

(G)
i , ..., X

(G)
NP ] with

X
(G)
i =[x

(G)
1,i , ...., x

(G)
3,i , ..., x

(G)
D,i ] and each individual uniformly distributed

in the range [Xmin, Xmax], where Xmin={xmin
1 , xmin

2 , ...., xmin
D } and

Xmax={xmax
1 , xmax

2 , ...., xmax
D } with i = [1, 2, ...., NP ].

Step 3:
while (stopping criterion not satisfiedORMax no.of iterations not reached)
For i=1 to NP //do for each individual sequentially

Step 3.1: Mutation Step
Generate a mutant vector V

(G)
i ={vG1,i, ...., vGD,i} corresponding to the ith target

vector X
(G)
i via the differential mutation scheme of DE as:

V
(G)
i = X

(G)
r1 + F.(X

(G)
r2 −X

(G)
r3 )

Vector indices r1, r2 and r3 are randomly chosen, where r1, r2 and r3 {1,...,NP}

Step 3.2: Crossover Step
Generate a trial vector U

(G)
i ={u(G)

1,i , ...., u
(G)
D,i} for the ith target vector X

(G)
i

through binomial crossover in the following way:
u
(G)
j,i = v

(G)
j,i , if (randi,j[0, 1] ≤ CR or j = jrand)

u
(G)
j,i =x

(G)
j,i , otherwise

Step 3.3: Selection Step
Evaluate the trial vector U

(G)
i

if f(U
(G)
i ) ≤ f(X

(G)
i ), then

X
(G+1)
i = U

(G)
i

else
X

(G+1)
i = X

(G)
i

endif

Step 3.4:Increase the Generation Count
Gen = Gen + 1
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Table 4.2: Benchmark functions used for performance analysis

No. Function name Dimension Optimal
Objective Value

Fun1 Rosenbrock 2 0
Fun2 Goldstein 2 3
Fun3 Sphere 3 0
Fun4 Variably dimensioned 4 0
Fun5 Shifted Sphere 32 0
Fun6 Shifted Schwefel 32 0

Table 4.3: Control parameters of the DE algorithm

Control Parameters Value
Population Size (NP ) 8,16,32
Total Number of Independent runs (GMAX) 1,50,100
Dimension (D) 8,16,32
Weighting Factor(F ) 0.9
Crossover constant(CR) 0.9

4.4 Software profiling of DE algorithm

Profiling is an important step in the development of embedded applications. Through

profiling, computationally intensive functions as well as most often computations

inside these functions are identified. This information can be used to decide which

part of the algorithm should be implemented in hardware (logic blocks of the

FPGA) and which part in software (embedded processor of the FPGA). So, soft-

ware profiling for an algorithm is necessary before implementing the algorithm

into hardware. Software profiling of both the fixed and floating point DE algo-

rithm is carried out on PPC440 processor with clock frequency set to 200 MHz.

The execution time of the DE algorithm (in embedded processor) for optimizing

six different test bench functions are tabulated in Table.4.4. In the Table.4.4, SW

denotes execution time for optimizing a test function, in the embedded proces-

sor; ’float’ and ’fixed’ corresponds to floating point and fixed point DE variants

respectively. It tabulates the average execution time (in msec) and percentage of

standard deviation (Std%) of execution time of both arithmetic of DE algorithm

for 20 independent runs implemented in the embedded processor (SW). This ta-

ble show results with maximum iterations GMAX = 1, 50, 100 and for different

population sizes NP = 8, 16, 32. This table reveals that for optimizing high di-

mension test functions, fixed point software algorithm gives approximately 4.96 -

7.36x acceleration over the floating point software algorithm. For optimizing low
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Table 4.4: Execution time of the DE algorithm implemented in software

NP =8 NP=16 NP=32
Float Fixed Float Fixed Float Fixed

Test Function GMAX SW(ms) SW(ms) Acceleration SW(ms) SW(ms) Acceleration SW(ms) SW(ms) Acceleration
(Std%) (Std%) factor (Std%) (Std%) factor (Std%) (Std%) factor

1 4.91 0.15 32.73 9.44 0.26 36.31 18.36 0.52 35.31
(3.2) (2.8) (2.5) (2.2) (1.4) (1.2)

Fun1 50 181.05 5.38 33.65 332.37 9.69 34.30 641.81 18.82 34.10
(1.4) (0.9) (0.7) (0.4) (0.4) (0.2)

100 363.17 10.38 34.99 673.21 19.33 34.83 1,301.32 37.51 34.69
(1.1) (0.5) (1.4) (0.4) (1.1) (0.2)

1 8.01 0.18 44.50 15.02 0.31 48.45 28.73 0.61 47.10
(1.9) (2.2) (1.5) (2.3) (0.8) (1.2)

Fun2 50 264.53 5.97 44.31 491.39 10.85 45.29 940.12 19.82 47.43
(1.4) (0.9) (0.9) (0.4) (0.7) (0.2)

100 536.05 11.96 44.82 994.24 21.64 45.94 1,897.45 39.26 48.33
(1.5) (0.5) (0.9) (0.3) (0.7) (0.2)

1 5.12 0.16 32.00 10.13 0.31 32.68 19.88 0.61 32.59
(1.3) (2.7) (1.9) (1.3) (0.8) (0.6)

Fun3 50 199.54 5.83 34.23 371.94 11.08 33.57 720.03 21.64 33.27
(0.8) (0.6) (0.4) (0.3) (0.2) (0.2)

100 397.91 11.62 34.24 740.14 22.08 33.52 1,432.64 43.16 33.19
(0.8) (0.5) (0.3) (0.3) (0.2) (0.2)

1 9.99 0.23 43.43 19.36 0.45 43.02 38.38 0.84 45.69
(1.9) (2.2) (0.9) (1.2) (0.5) (0.6)

Fun4 50 305.79 7.08 43.19 584.59 13.48 43.37 1,145.25 26.46 43.28
(0.6) (0.4) (0.3) (0.2) (0.1) (0.2)

100 612.92 14.11 43.44 1,178.46 26.94 43.74 2,304.13 52.77 43.66
(0.7) (0.3) (0.5) (0.2) (0.3) (0.2)

1 41 6 6.83 81 11 7.36 162 23 7.04
(1.7) (1.6) (1.2) (1.5) (1.2) (1.5)

Fun5 50 1,132 207 5.47 2,234 411 5.44 4,439 809 5.49
(1.3) (1.7) (2.1) (1.6) (2.1) (1.4)

100 2,254 412 5.47 4,435 825 5.38 8,809 1,638 5.38
(0.8) (0.9) (0.9) (2.1) (1.1) (2.1)

1 85 15 5.67 170 30 5.67 339 62 5.47
(1.8) (1.9) (2.1) (2.3) (1.1) (2.2)

Fun6 50 2,251 446 5.05 4,472 884 5.06 8,916 1,736 5.14
(1.2) (1.1) (1.5) (1.7) (2.3) (2.1)

100 4,476 891 5.02 8,745 1,764 4.96 18,483 3,537 5.23
(1.3) (2.1) (1.3) (1.1) (0.9) (1.1)

dimensional functions the execution time 32 - 48.45x is faster compared to the

floating point algorithm.

The profiling results of float and fixed point DE algorithm for optimizing Fun3

(Sphere) function are shown in Figure.4.2 and Figure.4.3 with NP and GMAX as

8 and 50 respectively. Table.4.5 shows that the execution time of floating point

operations dominate the execution time of other modules of DE algorithm like

mutation, crossover and selection. This table also shows that the random number

generator and remaining part of the algorithm consumes 42.87% and 40.22% of

the total execution time respectively, whereas fitness function evaluation module

consumes 10.39% of the total execution time. The remaining 6.52% of execution

time is for floating to fixed and fixed to float number conversion. Due to this,

fixed point implementation (32-bit data width) of the DE algorithm is chosen for

developing the hardware accelerator.
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Figure 4.2: Software profiling results of floating point DE algorithm (GMAX=8
and NP=50) for Fun3
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Figure 4.3: Software profiling results of the fixed point DE algorithm (GMAX=8
and NP=50) for Fun3

Table 4.5: Profiling results: percentage of execution time of different DE modules
in PPC440 processor (Fun3, GMAX=50 and NP=8)

Type DE algorithm Objective function RNG Float Operations

Float 2.31% 0.44% 1.27% 95.98%

Fixed 40.22% 10.39% 42.87% 6.52%
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Table.4.6 shows profiling results of three computational intense modules (DE

algorithm, objective function, and Random Number Generation (RNG)) of the

complete DE algorithm for different test functions with maximum generation and

population size as 1000 and 8 respectively. From this table, it is observed that the

algorithm (except fitness evaluation and RNG) takes more time in floating point

environment as compared to fixed point environment for solving each individual

functions. This is because of the complexity involved in floating point arithmetic.

The floating point arithmetic is carried out in the software FPU library of the

PPC440 embedded processor.

We have observed that in case of float DE IP, while optimizing the fitness function

(Fun6) in the co-design platform, where fitness function is evaluated in the software

and the remaining part of the algorithm is implemented in the hardware, the bus

communication time is approximately 106 msec. If the complete DE algorithm

along with fitness function is implemented in hardware, it takes approximately

128 msec. This concludes that bus communication overhead is dominating (i.e.,

82.8%) the overall hardware execution time. This is observed when the embed-

ded processor was operating at 200 MHz [103]. Similar kind of results observed

in cased of fixed DE. So to reduce the bus communication overhead, the total

DE algorithm including the fitness function evaluation can be implemented in the

embedded processor of the FPGA. This approach may result to a marginal accel-

eration in optimization time. Both these approaches will not give any additional

improvement in terms of the execution speed. So the alternate choice is to imple-

ment both the algorithm and fitness function evaluation in the hardware and use

it as a dedicated coprocessor.

Table 4.6: Profiling results of the software (SW) DE algorithm (GMAX=1000 and
NP=8)

DE algorithm Objective function RNG Float operations
Test Function SW float(ms) SW fixed(ms) SW float(ms) SW fixed(ms) SW float(ms) SW fixed(ms) SW float(ms)

Fun1 50 (1%) 30 (43%) 10 (0.21%) 10 (14%) 40 (0.85%) 30 (43%) 4,621 (97.88%)
Fun2 60 (1%) 30 (43%) 60 (0.81%) 10 (14%) 40 (0.54%) 30 (43%) 7,228 (97.83%)
Fun3 90 (2%) 30 (38%) 10 (0.19%) 10 (13%) 50 (0.93%) 40 (50%) 5,220 (97.20%)
Fun4 50 (1%) 40 (44%) 20 (0.26%) 20 (22%) 40 (0.51%) 30 (33%) 7,674 (98.58%)
Fun5 1,488 (5%) 1,245 (69%) 294 (0.97%) 255 (14%) 520 (1.72%) 303 (17%) 27,944 (92.38%)
Fun6 1,824 (6%) 1,330 (29%) 3,640 (11%) 2,983 (64%) 570 (1.72%) 334 (7%) 27,042 (81.75%)
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4.5 Hardware architecture of DE algorithm

The block diagram and detail hardware architecture of DE algorithm is shown in

Figure.4.4 and Figure.4.5 respectively. The main advantage of this is the hardware

concurrency due to the pipelining of the architecture. It is designed in structural

hierarchy and having modules as Memory, initialization, Mutation, Crossover, Se-

lection, Random Number Generator and Fitness evaluation modules and their

controllers. A Control Finite State Machine (FSM) module is used to synchronize

the above mentioned modules as shown in Figure.4.5. Random number generation

(RNG) module uses a Linear Feedback Shift Register (LFSR) to generate pseudo

random numbers with in the range of 0 to 1. RNG module reads the random

seed and inputs to several other modules as shown in Figure.4.4. In floating point

DE IP, Floating Point Unit (FPU) module is used to perform the floating point

operations involved in various phases of DE algorithm. In FPU, operations like

addition, multiplication, division and comparison are performed using IEEE-754

supported Xilinx FPU core 4.0 [128], whereas in software these operations are per-

formed using soft FPU library or hard FPU in MB/PPC440. In case of fixed DE

IP these arithmetic operations are calculated on fixed point data path. The FSM

has five states i.e. idle (S0), initialization (S1), operation (S3/S4/S5), waiting

(S2) and reading states (S6). In the idle state, all modules are in reset condition.

The random nature of DE algorithm possess irregular timing for each stage of the

architecture pipeline, thus it requires handshaking to synchronize the communica-

tion between different modules. This handshaking brings out additional overhead

in pipeline operation in the form of wait states to finish the previous operation.

When inputs such as maximum number of generations (GMAX), population size

(NP ), dimension (D), start and Enable are available at the initialization mod-

ule, FSM enables the memory module. For fixed/float DE initialization module,

population memory (8/16 Kbyte) and fitness memory (128/256 bytes) modules

are initialized by randomly generated population members and these are passed

to fitness evaluation module to get their fitness value and are stored in their re-

spective memories. Maximum values of NP and D are set to 32 for both float

and fixed DE. During the operation state, control FSM enables internal modules

(mutation, crossover, selection as well as memory module) and their controllers.

These modules are executing in pipelined manner iteratively until the maximum

number of iterations GMAX is reached. The final state of FSM is the reading state.
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In this state the best fitness value is available at output register.
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Figure 4.4: Block diagram of fixed DE hardware

In the present work, we propose both fixed [103] and floating point DE archi-

tectures [7]. The difference between these two are only the Floating Point Unit

(FPU) core. In case of floating point DE core, the floating point core is used

for division, multiplication, and adder etc., whereas in fixed point DE core these

things are implemented with in the modules itself as shown in Figure.4.4. In float-

ing point IP core the population memory and fitness memory are high compared

to fixed point (32-bit) IP core. The details of individual modules of fixed/float

DE IP core is explained below.

4.5.1 Initialization module

The initialization module has two separate memories, one is for storing the pop-

ulation values (Population Memory) and other is for storing their corresponding

fitness function values (fitness memory) as shown in Figure.4.7. During the ini-

tialization state, population values of all the particles (i.e. of size NP × D) are

randomly generated within the range of [Xmin, Xmax], and stored in the popula-

tion memory of size (4/8Kbytes). The population values are accessed from the

population memory by using a 12/13-bit address. Each population member is of
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Figure 4.6: Control unit design for hardware implementation of DE algorithm

dimension D (number of variables) and each variable is of size 32/64 bits. The

maximum values of NP and D are set to 32. These values are input to the fitness
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evaluation module and after evaluating the fitness function the fitness values (of

size 32/64-bit) are stored in the fitness memory of size (128/256 bytes). This

process is repeated for all the population members.
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Figure 4.7: Initialization module
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Figure 4.8: Mutation module

4.5.2 Mutation module

After the population is initialized, mutation operation is performed by the muta-

tion module. A mutant vector is generated for every target vector from the current

population. In this module a mutant vector of size (128/256) bytes is generated

for each population member. Three distinct vector indices r1, r2 and r3 are

generated in the range of 1 to NP by comparing the counter value with the value



CHAPTER 4. COPROCESSOR FOR DE ALGORITHM 80

of multiplier. These indices are connected to the select lines of a MUX unit. Three

distinct target vectors each of size (1/2) kbits are obtained from the MUX unit as

shown in Figure.4.8. Then the mutation operation is performed by difference of

any two of these selected three vectors scaled by a factor F and this difference is

added to third one to obtain the mutant vector of size (128/256) bytes. A mutant

vector is generated for all the population member of all dimensions.
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Figure 4.9: Crossover module

4.5.3 Crossover module

The crossover operation is mainly responsible to increase the diversity among

the mutant vectors. A trial vector is generated from the output of crossover

module with a crossover probability CR as shown in Figure.4.9. This crossover

rate controls the diversity of the population and helps the algorithm to escape

from the local optima [123, 129], and ensures that the trial vector gets at least one

vector from the mutant vector. The register Reg1 has a random number stored

in it. The output of Reg1 and CR are input to the comparator 2 module. The

multiplier output and index of population member are input to the comparator

1. The output of both comparator 1 and 2 are input to a logic OR gate. The

output of crossover module is either the mutant vector or the population vector

as selected by the MUX unit.
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4.5.4 Selection module

The output of crossover module is the trial vectors. These are input to the selection

module as shown in Figure.4.10. The fitness value of trial vector is evaluated

by using the fitness evaluation module and if it is less than the fitness of the

current population member then it selects the input as trial vector else the current

population member is selected as the new population member. The output of

multiplexer (MUX) is the updated value of the current population memory. This

process is repeated for all the iterations to improve the fitness of individuals and

the process is stopped when the maximum number of generations is reached.

4.5.5 Fitness Evaluation module

The Fitness module evaluates the fitness of each individual in accordance with

different fitness functions. For each generation, fitness values (32/64-bit) are eval-

uated for each population using fitness functions and the updated population and

fitness values are stored in the population and fitness memory (128/256 bytes) re-

spectively. In this work different test-bench functions as in Table.4.2/Appendix-A

are used for fitness evaluation.
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4.5.6 Random Number Generator module

Random number generation (RNG) module has great importance for the proper

operation of the DE. A Linear Feedback Shift Register (LFSR) is used for gen-

erating random numbers, as it is easy to implement and it produces fairly good

pseudo-randomness. This module generates random numbers for the initial pop-

ulation module, selection module, crossover and mutation modules. The seed for

random number generator is programmable and it is initialized to a non-zero value.

If all zero value appears in the seed, then XOR operations continues to generate

zeros and output becomes always zero. The architecture of 32-bit LFSR with

maximum length polynomial X32 + X22 + X2 + X1 + 1 is shown in Figure.4.11.

This module generates 232 − 1 random numbers.

Shift Register
X1

Shift Register
X2

Shift Register
X22

Clock

Shift Register
X32

Shift Register
X21

RNG_num

Figure 4.11: Hardware architecture of 32-bit LFSR for random generator

4.5.7 Floating Point Unit

This module performs floating point operations required for mutation, crossover,

selection, fitness evaluation and random number generator modules. The opera-

tions like addition, multiplication, division, comparison and square-root are exe-

cuted on the hardware using the IEEE-754 supported Xilinx FPU core 4.0 [128]

as shown in Figure.4.5. It is also responsible for converting the data formats like

float to fixed, float to integer, double to float and vice versa. This core can be cus-

tomized for operation, word length, latency, and interface. It allows lower latency

as compared to FPU of embedded processor.
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4.6 Programmable System on Chip (PSoC) plat-

form for DE algorithm

PSoC is a programmable integrated system that has configurable processors, pe-

ripherals, memories, custom IP on a single FPGA. The proposed PSoC platform

for implementing the DE algorithm is shown in Figure.4.12. PPC440 proces-

sor communicates with external peripherals such as DDR2, Block-RAM (BRAM)

Memory controllers, UART (RS-232), Timer and Interrupt controllers, JTAG Con-

troller, Clock generator via processor local bus (PLB). PPC440 is preferred over

Microblaze processor due to its high speed of operation and efficient resource uti-

lization. DDR2 and BRAM controllers are used for storing heap and stack of

program and data. UART is used for serial data transfer between the end user

and processor. Timer and interrupt controllers are used for profiling the appli-

cation. The clock generator provides necessary clock signals to all the modules

and peripherals. USB JTAG controller is used to download the bitstream from

host computer to FPGA board. PPC440 is directly coupled to the Auxiliary Pro-

cessing Unit (APU) controller, which provides flexible high-bandwidth interface

to DE Coprocessor via Fabric Coprocessor Bus (FCB). The coprocessor operates

as an extension to the PPC440 as explained in Section 2.5.4. The SU and APU of

floating and fixed DE IP core frequency is adjusted by a clock generator and set

to 33 MHz. However it can be increased up to Max-freq of IP core but need to

maintain the desired clock ratio of processor to PLB. The complete SoC system

is shown in Figure.4.12. It has the following features:

1. It has PPC440 hard-core and Microblaze soft-core processors with clock

frequency (200/125)MHz separately.

2. It consists of several logic resources such as 6-input look-up tables (LUTs),

DSP48E, and Slices which are useful to program signal processing algo-

rithms.

3. PLB is used as a shared local bus for all internal data communication be-

tween processor and peripherals except APU and DDR2.

4. Phased Locked Loop (PLL) or Digital clock manager (DCM) is used for

clock management in SoC system as well as for custom IP clocking (DE IP).
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Figure 4.12: PSoC platform for DE algorithm

5. The floating point DE IP core has separate FPU, RNG, Fitness evaluation

modules. These are connected to DE core internally. The descriptions of

these modules are explained in 4.5 sections.

In this platform, the developed DE IP cores (both fixed and float architec-

tures) are interfaced using SU and APU interfacing techniques, for evaluating

performances. To accelerate the execution time, in the first case, DE core is in-

terfaced as a SU to the embedded processor by using the shared bus, and in the

second case the DE IP is interfaced as an APU of the PPC440 processor. The

interface detail is shown in Figure.4.13. Both accelerators (either APU or SU)

use the same DE IP core with some modifications in the wrapper logic to make

it compatible with the bus interface. The DE IP has both the optimization al-

gorithm module and fitness function evaluation module. These two modules are

internally connected to minimize data transfer between DE algorithm and fitness

function evaluation. This also helps to minimize the number of read/write cycles.

1. In the APU interface the Master of PPC440 is connected to the slave of the

DE IP core through FCB.

2. In the SU interface of DE IP is connected to the processor through PLB .
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Figure 4.13: Design of slave peripheral in SoC

4.6.1 Interfacing the DE IP as a Slave Unit

The DE IP core is interfaced with the processor local bus through an Intellectual

Peripheral Interface (IPIF) as shown in Figure.4.13. The DE IP core has six

slave registers among which first four registers are for read/write operations of

Start, GMAX , NP , and D signals. The other two are used for reading output

from the DE core through wrapper control logic. The DE wrapper has a control

logic to receive the values of Start, GMAX , NP , and D from the processor using

Bus2IP Data bus. According to the control logic, once the Start signal is logic

high, it retains this state for four clock cycles before becoming logic low. When

all the inputs such as GMAX , NP , D, and Start are available to the DE core, it

starts execution. After the defined number of iterations set by GMAX , V alid signal

becomes logical high, and the slave register 5 reads the fitness value from the DE

core through IP2Bus Data. In this interface, Bus2IP RdCE and Bus2IP WrCE

are the associated read/write qualifiers respectively. For floating point DE IP,

the output data is interfaced to two slave registers because output data width is

64-bits and each register is of 32-bit width.
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4.6.2 Interfacing the DE IP as an Auxiliary Processor Unit

The second method for developing the hardware accelerator is to build a fabric

coprocessor module of DE core and interface to the embedded processor (PPC440)

through APU interface. The hardcore APU controller bridges the processor APU

interface and the external FCM interface. APU controller along with FCM behaves

as a coprocessor. The extended instructions of PPC440 are used to communicate

”to and from” the APU [4]. Since the APU is independent of processor to pe-

ripheral interface, it does not add any extra overhead to the PLB. The PPC440

supports three primary types of instructions for using the APU [4]. In this work,

load/store instructions are used for accessing the APU. In this mode a maximum

of 128 bits of data can be transferred in a single clock cycle or it can be trans-

ferred as four sets of 32-bits. The details of interfacing DE IP with embedded

processor using APU interface is shown in Figure.4.14. The FCB bus is specifi-

cally targeted to host DE IP, which requires direct access and intervention of the

processor instructions.
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Figure 4.14: Interfacing of DE APU with PowerPC Processor

Figure.4.14 has two asynchronous FIFOs (depth of four and width of 32 bits)

interfaced at the input and output of the DE core. The input signal is processed

as a stream and each stream has four samples and three of which are used for

GMAX , NP and D. The remaining sample is used for checking whether the FIFO
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is 50% full or not. In this architecture, Output Data and Input Data are two 32

bit width data buses for data input and output of the IP core respectively. The

working principle of the DE IP core is described as below.

1. PowerPC writes the input data GMAX , NP and D in three clock cycles.

The IP core receives data from the PowerPC, till the FIFO is full. This

is ensured by the control signal Input EoD. When the FIFO is 50% full

Input EoD becomes logical high.

2. When the FIFO is 50% full, it will enable DE Input En as logical high, and

when the IP core is ready for processing it will give a handshaking signal

DE Input Rdy as logical high. The FIFO sends the data to the IP core till

DE Input EoD is logical high.

3. When the IP core processes only single sample on the stream, it gives

DE Output En as logical high and this is acknowledged by the output FIFO

with handshaking signal DE Ouput Rdy. When this logical signal is high

then the IP core sends the processed samples to the output FIFO till

DE Output EoD is high.

4. When the output FIFO is full, FIFO will send back the data to APU of

PowerPC processor.

The APU wrapper contains two different modules namely IP APU and APU IP.

The APU IP module receives data from the processor and sends it to DE IP

whereas, the IP APU module receives the final solution from the DE IP core and

sends it to the processor (PPC440).

4.7 Experimental setup

In this work, the basic DE algorithm is considered for coprocessor implementation.

The DE algorithmic control parameters are tabulated in Table.4.2. The computa-

tion time/acceleration factor is considered as the main performance indicator to

measure the performance of the accelerators. The DE software code is ported into

the PPC440 processor using 32 bit fixed and floating point C code, later algorithm

is coded in Verilog language for implementing in the hardware. An Intellectual

Property (IP) core for DE algorithm is developed and simulated using Xilinx ISE
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10.1, then a synthesized IP core is developed and subsequently a coprocessor is

designed for accelerating the DE algorithm. The performance of the coprocessor

is evaluated by optimizing six numerical benchmark functions used in CEC 2005

and 2010 competitions [126, 127]. Due to the empirical nature of DE algorithm,

evolution parameters are subject to modification. In the proposed coprocessor,

population size (NP ), number of generations (GMAX) and dimension (D) can be

modified by the users through the embedded processor without redesigning the

hardware. The developed fixed/float DE IP cores are tested in two different con-

figuration of SoC. In first case, the effect of hard FPU in embedded (PPC440/MB)

processor is studied by optimizing three benchmark test functions (Fun2, Fun4,

Fun6). The DE software is tested in different processors i.e. X86 (3GHz), MB

and PPC440 (125MHz) with enabling/disabling hardware FPU library. In this

configuration, bus frequency is set to 100MHz and SU of float DE IP core is set

to 50MHz. In second case, the effect of SU, APU interfaces for both fixed & float

DE IPs are studied by optimizing six test bench functions tabulated in Table.4.2.

In this configuration, processor (PPC440) clock is set to 200MHz, bus frequency

is at 100MHz and the DE IP core is set to 33MHz. The performance of APU

interface is compared with the SU interface [7].

4.8 Results and Analysis

In this section simulation, resource, timing, convergence and power results of fixed

and floating DE IP are presented. Furthermore, power analysis in SoC platform

is presented.

4.8.1 Simulation results

This section presents simulation results of float/fixed DE IP core. The RTL code

of DE fixed and float architectures are simulated. The IPs are simulated in Xilinx

ISE 10.1 functional simulator.

For functional verification, fixed/float DE IP with interface wrapper logic and

the DE core are simulated using a test-bench and the results are compared with

DE processor results. The simulation results are shown in Figure.4.15 for Fun3

function with GMAX=1, NP=8 D=3. When DE Output Rdy signal is logic high,

the resultant fitness value is available at DE Output Data port which is in fixed
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Figure 4.15: Functional simulation of Fun3 fixed DE IP Core (GMAX=1 and
NP=8)

point format. After logic high on DE Output Rdy signal, DE Input Rdy is high

due to scheduling for next set of GMAX , NP and D values. From the results,

it is observed that the IP core is consistently giving the same results. The DE

IP output is scaled and converted to single precision floating point format for

comparing the results with output of the processor. For functional verification of

float DE IP SU interface logic, DE IP core is simulated using same test bench and

the results are compared with DE IP core output as shown in Figure.4.16. From

this figure, it is observed that the interface logic of PLB (IP2bus data) and the

DE core output (out data) consistently give the same result.

Figure 4.16: Functional simulation of Fun3 float DE IP core(GMAX=1 and NP=8)



CHAPTER 4. COPROCESSOR FOR DE ALGORITHM 90

Table 4.7: Resource utilization of floating point DE IP core

Test BRAM DSP48E Slice Slice LUTs Slices LUT-FF MaxFreq
Function Registers Pairs (MHz)

Fun1 27(18%) 34(26%) 7576(16%) 10298(22%) 3588(32%) 5302(42%) 120.279
Fun2 6(4%) 84(65%) 10357 (23%) 14583(32%) 5257(46%) 7478(42%) 100.351
Fun3 6(4%) 20(15%) 7056(15%) 10306(23%) 3774(33%) 4668(36%) 98.502
Fun4 10(6%) 20(15%) 6963(15%) 9898(22%) 3065(27%) 5455(47%) 120.598
Fun5 21(14%) 20(15%) 6943(15%) 9646(21%) 3520(31%) 4635(38%) 101.491
Fun6 20(13%) 20(15%) 7129(15%) 9807(21%) 3486(31%) 5063(42%) 98.087

Table 4.8: Resource utilization of fixed point DE IP core

Test BRAM DSP48E Slice Slice LUTs Slices LUT-FF MaxFreq
Function Registers Pairs (MHz)

Fun1 3(2%) 61(47%) 2888(6%) 3936(8%) 1586(14%) 1711(33%) 39.33
Fun2 3(2%) 77(60%) 3150(7%) 7315(16%) 2546(22%) 2152(25%) 36.04
Fun3 3(2%) 20(15%) 3097(6%) 3928(8%) 1522(14%) 2031(40%) 67.04
Fun4 3(2%) 61(47%) 2883(6%) 4065(9%) 1625(14%) 1688(32%) 60.56
Fun5 10(6%) 42(32%) 2849(6%) 3667(8%) 1317(11%) 1890(40%) 64.67
Fun6 10(6%) 41(32%) 2886(6%) 3753(8%) 1485(13%) 1682(33%) 64.72

4.8.2 Synthesis results

The RTL code of floating and fixed point of DE IP cores are synthesized and re-

source utilization for optimizing different test functions are tabulated in Table.4.7

and Table.4.8 respectively. The resource utilization result shows that the fixed DE

IP core consumes lesser resources and lower operating frequency compared to float

DE IP. The resource utilization is more for optimizing higher dimension/complex

test bench functions.

4.8.3 Timing results

The timing specifications of the proposed float and fixed DE IP core is 33 MHz.

The maximum operating frequency of the synthesized float and fixed DE IP core

for optimizing different fitness functions is also tabulated in Table.4.7 and Ta-

ble.4.8 respectively. After synthesizing the fixed and float DE core, accelerators

are developed by using both (SU and APU) interfaces. The SoC platform is tested

by enabling and disabling FPU of the processor. The performance of the different

processors i.e. X86, PPC440 and Microblaze (MB) are evaluated and compared



CHAPTER 4. COPROCESSOR FOR DE ALGORITHM 91

Table 4.9: Average execution time of DE algorithm in X86, PPC440 and MB
processors

NP =8 NP=16 NP=32
Function GMAX X86(us) PPC440(ms) MB(ms) X86(us) PPC440(ms) MB(ms) X86(us) PPC440(ms) MB(ms)

(Std% 1) (Std%) (Std%)
1 3.04 0.23 6.18 5.12 0.35 12.74 10.08 0.78 23.84

(1.2) (1.3) (1.2)
Fun2 50 110.61 7.14 194.74 195.52 13.76 376.68 357.12 26.34 736.49

(1.8) (1.9) (1.8)
100 222.06 14.54 396.46 383.83 25.62 778.84 709.93 52.68 1,504.36

(2.2) (2.2) (2.1)
1 4.32 0.32 8.25 7.63 0.63 15.86 14.82 1.14 30.38

(1.1) (1.5) (1.5)
Fun4 50 175.23 10.35 245.12 286.22 19.68 468.48 491.24 38.38 916.78

(1.5) (2.5) (2.2)
100 296.31 20.48 484.26 525.91 39.28 936.18 995.56 77.62 1,818.96

(2.1) (2.6) (2.4)
1 60.24 3.27 60.85 113.52 7.24 131.58 224.04 14.82 260.86

(1.5) (1.2) (1.6)
Fun6 50 1,607.08 105.48 1,763.24 3,150.06 204.68 3,512.46 6,244.94 397.56 7,006.48

(2.3) (2.1) (2.3)
100 3,194.71 208.46 3,508.48 6,232.92 398.65 6,965.58 12,410.82 797.68 13,886.68

(2.6) (2.3) (2.6)

Table 4.10: Average execution time of float DE IP (50MHz) in SU configuration
with PPC440 and MicroBlaze based SoC (125MHz)

NP =8 NP=16 NP=32
Processor Function GMAX SW(ms) SW(ms) HW(ms) SW(ms) SW(ms) HW(ms) SW(ms) SW(ms) HW(ms)

NO FPU 2 FPU 3 NO FPU FPU NO FPU FPU
(Std%) (Std%) (Std%) (Std%) (Std%) (Std%) (Std%) (Std%) (Std%)

1 25.68 1.43 0.03 47.85 2.6 0.05 94.68 5.34 0.09
(1.9) (1.5) (0.8) (1.8) (1.5) (0.9) (1.6) (1.4) (0.7)

Fun2 50 800.54 50.42 0.87 1,539.67 96.75 1.57 2,999.25 189.58 3.04
(1.5) (0.7) (0.6) (1.9) (1.4) (0.6) (1.5) (1.2) (0.8)

100 1,646.86 100.95 1.70 3,136.74 192.47 3.12 6,134.56 377.42 6.08
(1.6) (0.8) (0.7) (1.7) (1.1) (0.7) (1.4) (1.0) (0.5)

1 33.36 2.13 0.05 64.16 4.04 0.09 125.87 7.85 0.18
(1.1) (0.6) (0.5) (1.3) (0.9) (0.3) (1.1) (0.6) (0.6)

PPC440 Fun4 50 1,026.52 72.11 1.50 1,928.86 138.52 2.83 3,793.64 270.82 5.55
(0.9) (0.7) (0.6) (1.6) (1.1) (0.5) (0.9) (0.5) (0.4)

100 2,050.82 144.74 2.70 3,901.74 274.83 5.64 7,635.51 538.94 11.04
(0.7) (0.6) (0.4) (1.5) (0.8) (0.4) (1.2) (0.8) (0.7)

1 267.35 28.67 0.55 533.69 58.14 1.09 1068.76 116.25 2.17
(1.2) (0.9) (0.7) (1.6) (0.8) (0.7) (1.5) (1.1) (0.3)

Fun6 50 7,109.82 828.78 14.64 14,136.76 1,647.18 29.17 28,122.65 3,269.43 58.17
(1.4) (0.8) (0.4) (1.7) (1.1) (0.5) (1.3) (1.0) (0.4)

100 14,134.92 1,645.26 29.05 28,054.82 3,273.28 57.82 56,457.82 6,503.38 115.41
(1.1) (1.0) (0.9) (1.8) (1.2) (0.8) (1.1) (0.8) (0.2)

1 143.82 140.72 0.03 273.51 267.83 0.05 532.78 530.24 0.09
(1.9) (1.2) (0.5) (1.9) (1.2) (0.6) (1.6) (1.1) (0.5)

Fun2 50 4,425.68 4,310.74 0.87 8,568.42 8,331.16 1.57 16,622.53 16,270.18 3.04
(2.0) (1.3) (0.7) (2.2) (1.1) (0.7) (1.8) (1.2) (0.7)

100 9,082.48 8,855.47 1.70 17,659.71 17,259.63 3.12 33,243.15 31,982.95 6.08
(2.1) (1.1) (0.6) (2.3) (1.8) (0.8) (2.0) (0.8) (0.4)

1 165.82 165.82 0.05 312.86 312.86 0.09 627.83 627.83 0.18
(1.2) (0.9) (0.8) (2.0) (0.9) (0.9) (1.5) (0.9) (0.3)

MB Fun4 50 5,029.42 5,029.42 1.50 9,531.85 9,531.85 2.83 18,656.74 18,656.74 5.55
(1.1) (0.8) (0.5) (2.1) (0.7) (0.6) (2.0) (1.3) (0.8)

100 10,036.73 10,036.73 2.70 19,083.46 19,083.46 5.64 35,876.97 35,876.97 11.04
(1.3) (0.9) (0.6) (1.9) (0.9) (0.7) (2.1) (1.5) (0.7)

1 1,256.38 1,253.43 0.55 2,519.58 2,513.82 1.09 5,020.64 5,010.19 2.17
(1.4) (0.6) (0.9) (2.2) (1.3) (0.6) (2.2) (1.8) (0.7)

Fun6 50 33,162.74 33,023.53 14.64 67,027.57 67,099.49 29.17 134,376.12 134,370.53 58.17
(1.5) (0.8) (0.7) (2.3) (1.1) (0.9) (1.9) (0.9) (0.5)

100 65,703.08 65,348.99 29.05 132,329.36 132,826.78 57.82 265,760.35 265,243.14 115.41
(1.7) (0.9) (0.5) (2.1) (1.5) (0.7) (1.8) (1.2) (0.6)
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Table 4.11: Acceleration factor of float DE IP (50 MHz) in SU configuration with
PPC440 and MicroBlaze based SoC (125MHz)

NP =8 NP=16 NP=32
Function GMAX PPC PPC MB MB PPC PPC MB MB PPC PPC MB MB

NO FPU FPU NO FPU FPU NO FPU FPU NO FPU FPU NO FPU FPU NO FPU FPU

1 856.01 47.66 4794.00 4690.66 957.34 52.34 5470.21 5356.62 1052.33 59.33 5919.77 5891.55
Fun2 50 920.16 57.95 5086.98 4954.87 980.68 61.62 5457.59 5306.47 986.59 62.36 5467.93 5352.03

100 968.74 59.38 5342.63 5209.10 1005.3 61.68 5660.16 5531.93 1008.9 62.07 5467.62 5260.35

1 667.2 42.6 3316.40 3316.42 712.88 44.88 3476.22 3476.22 699.27 43.61 3487.94 3487.94
Fun4 50 684.34 48.07 3352.94 3352.94 681.57 48.94 3368.14 3368.14 683.53 48.79 3361.57 3361.57

100 759.56 53.60 3717.30 3717.30 691.79 48.72 3383.59 3383.59 691.62 48.81 3249.72 3249.72

1 486.09 52.12 2284.32 2278.96 489.62 53.33 2311.54 2306.25 492.51 53.57 2313.65 2308.84
Fun6 50 485.64 56.61 2265.21 2255.70 484.63 56.46 2297.82 2300.29 483.45 56.20 2310.05 2309.96

100 486.57 56.63 2261.72 2249.53 485.20 56.61 2288.64 2297.24 489.19 56.35 2302.74 2298.26
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Figure 4.17: Comparison floating point DE in SU configuration on MB, PPC440
based SoC by enable/disable FPU (GMAX=100, NP=32)

in Table4.9. The average execution time for evaluating functions of different com-

plexities with different values of NP and GMAX is tabulated for 20 independent

runs. For performance evaluation, the DE floating point IP is executed with dif-

ferent population size (8, 16 and 32) and for different iterations (1, 50 and 100)

for three functions (Fun2, Fun4, Fun6). During this implementation the system

frequency is fixed at 125 MHz and float DE IP at 50 MHz. From the Table.4.9

it is observed that X86 processor takes less computational time as compared to

the embedded processor (PPC440, MB), which is quite obvious because of the

difference in their operating frequency. It is also observed that, although PPC440

and MB operates at same operating frequency, PPC440 takes significantly less

execution time.

The execution times of PPC440 and Microblaze embedded processor and float-

ing point DE (SU configuration) are evaluated and compared in Table 4.10. In
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this table NOFPU and FPU refers that floating point arithmetics are executed

using soft FPU library and hard FPU respectively. SW refers that the algorithm is

executed in processor (processor execution time) and HW refers to accelerator exe-

cution time. The acceleration factor of the DE IP is evaluated as the ratio between

software execution time and hardware execution time. This is tabulated in Table

4.11. The tabulated result, reveals that FPU enabled PPC440 based SoC improves

execution speed by 8-18x compared to FPU disabled PPC440 based SoC, whereas

there is no significant increase of execution speed in case of Microblaze processor

based SoC. This trend remains valid for different population size and iterations.

These results conclude that for executing DE algorithm in software, FPU enabled

PPC440 processor gives superior performance compared to other configurations,

however it gives less acceleration factor. This is because, PPC440 processor takes

less execution time for executing the software DE algorithm. On the other hand

Microblaze processor gives high acceleration factor because it takes more execu-

tion time for executing the DE algorithm. This is illustrated in Figure.4.17.The

hardware acceleration of float and fixed DE IP using both APU and SU interfaces

are evaluated and compared. For performance comparison, the PPC440 and DE

IP frequency are set to 200MHz and 33MHz respectively. Initially floating and

fixed point software DE algorithm are ported into PPC440 processor. Then the

float DE IP is interfaced using APU and SU interfaces. The acceleration achieved

for both the interfaces of float DE IP are tabulated in Table.4.12 and Table.4.13

respectively. Similarly the fixed DE IP is interfaced using APU and SU interfaces

and the acceleration factors are tabulated in Table.4.14 and Table.4.15 respec-

tively. From the results it is observed both accelerators (SU and APU) of fixed or

float DE IP results same acceleration factor. However when we compare SU/APU

of float DE IP with SU/APU fixed DE IP, for lower dimension functions fixed DE

IP shows higher acceleration as compared to float DE IP. This is shown in Fig-

ure.4.18a, whereas for higher dimension functions float DE IP outperforms fixed

DE IP as shown in Figure.4.18b (Fun6).

1Standard deviation
2Soft FPU
3Hard FPU
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Table 4.12: Average execution time of float DE IP (33MHz) in APU configuration
with PPC440 based SoC (200MHz)

NP =8 NP=16 NP=32
Float APU Float APU Float APU

Test Function GMAX SW(ms) HW(ms) Acceleration SW(ms) HW(ms) Acceleration SW(ms) HW(ms) Acceleration
(Std%) (Std%) factor (Std%) (Std%) factor (Std%) (Std%) factor

1 4.91 0.05 90.93 9.44 0.09 107.27 18.36 0.16 116.20
(2.8) (1.1) (2.2) (1.4) (1.2) (1.0)

Fun1 50 181.05 2.05 88.36 332.37 3.43 96.87 641.81 6.18 103.87
(0.9) (1.2) (0.4) (0.7) (0.2) (0.2)

100 363.17 4.13 87.98 673.21 5.11 131.69 1,301.32 8.00 162.71
(0.5) (1.0) (0.4) (1.5) (0.2) (0.2)

1 8.01 0.06 145.64 15.02 0.09 166.89 28.73 0.17 170.00
(2.2) (1.5) (2.3) (1.3) (1.2) (1.4)

Fun2 50 264.53 1.51 175.77 491.39 3.31 148.41 940.12 5.37 175.23
(0.9) (1.2) (0.4) (0.5) (0.2) (0.3)

100 536.05 3.12 171.70 994.24 6.71 148.15 1,897.45 10.77 176.26
(0.5) (0.7) (0.3) (0.5) (0.2) (0.2)

1 5.12 0.06 81.27 10.13 0.11 91.26 19.88 0.21 96.98
(2.7) (1.1) (1.3) (1.8) (0.6) (1.3)

Fun3 50 199.54 2.43 82.15 371.94 4.14 89.82 720.03 7.58 95.02
(0.6) (1.1) (0.3) (0.5) (0.2) (0.3)

100 397.91 4.89 81.44 740.14 6.02 122.93 1,432.64 10.57 135.54
(0.5) (1.1) (0.3) (0.6) (0.2) (0.2)

1 9.99 0.09 113.52 19.36 0.16 122.53 38.38 0.31 125.84
(2.2) (1.6) (1.2) (1.9) (0.6) (0.9)

Fun4 50 305.79 3.08 99.35 584.59 5.46 107.11 1,145.25 10.29 111.28
(0.4) (1.2) (0.2) (0.7) (0.2) (0.3)

100 612.92 6.13 100.02 1,178.46 10.86 108.50 2,304.13 20.44 112.73
(0.3) (1.2) (0.2) (0.7) (0.2) (0.6)

1 41 0.34 119.53 81 0.67 121.80 162 1.32 122.91
(1.6) (0.8) (1.5) (0.3) (1.5) (0.2)

Fun5 50 1,132 10.83 104.53 2,234 20.75 107.67 4,439 40.77 108.89
(1.7) (0.2) (1.6) (0.1) (1.4) (0.1)

100 2,254 21.64 104.17 4,435 41.22 107.60 8,809 80.99 108.77
(0.9) (0.1) (2.1) (0.1) (2.1) (0.1)

1 85 0.36 239.44 170 0.92 184.58 339 3.54 95.74
(1.9) (0.6) (2.3) (0.3) (2.2) (0.2)

Fun6 50 2,251 11.16 201.79 4,472 27.55 162.34 8,916 97.61 91.34
(1.1) (0.4) (1.7) (0.1) (2.1) (0.1)

100 4,476 22.21 201.57 8,745 54.86 159.41 18,483 193.83 95.36
(2.1) (0.5) (1.1) (0.1) (1.1) (0.1)

The acceleration factor of fixed DE IP with fixed point software algorithm is

also compared and found that the acceleration is 2-3x for lower complex/dimension

functions and 25-27x for higher dimension functions. These results are valid for

both SU and APU of fixed DE as shown in Figure.4.18. These tables also reveal

that the fixed/ float accelerator enhances the execution speed of the algorithm

significantly for higher dimensional complex functions. For analysis purpose, the

acceleration factor is calculated for both the designed accelerators (SU and APU)
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Table 4.13: Average execution time of float DE IP (33MHz) in SU configuration
with PPC440 based SoC (200MHz) [7]

NP =8 NP=16 NP=32
Float SU Float SU Float SU

Test Function GMAX SW(ms) HW(ms) Acceleration SW(ms) HW(ms) Acceleration SW(ms) HW(ms) Acceleration
(Std%) (Std%) factor (Std%) (Std%) factor (Std%) (Std%) factor

1 4.91 0.05 94.42 9.44 0.09 109.77 18.36 0.15 120.79
(2.8) (1.1) (2.2) (1.4) (1.2) (1.0)

Fun1 50 181.05 2.09 86.50 332.37 3.47 95.76 641.81 6.23 103.10
(0.9) (1.2) (0.4) (0.7) (0.2) (0.2)

100 363.17 4.22 86.14 673.21 6.92 97.26 1,301.32 9.17 141.85
(0.5) (1.0) (0.4) (1.5) (0.2) (0.2)

1 8.01 0.05 151.13 15.02 0.09 166.89 28.73 0.17 174.12
(2.2) (1.5) (2.3) (1.3) (1.2) (1.4)

Fun2 50 264.53 2.13 124.37 491.39 3.57 137.64 940.12 6.45 145.78
(0.9) (1.2) (0.4) (0.5) (0.2) (0.3)

100 536.05 4.22 127.03 994.24 7.08 140.39 1,897.45 12.78 148.48
(0.5) (0.7) (0.3) (0.5) (0.2) (0.2)

1 5.12 0.06 80.00 10.13 0.11 90.45 19.88 0.21 96.98
(2.7) (1.1) (1.3) (1.8) (0.6) (1.3)

Fun3 50 199.54 2.50 79.91 371.94 4.20 88.60 720.03 7.65 94.12
(0.6) (1.1) (0.3) (0.5) (0.2) (0.3)

100 397.91 4.95 80.40 740.14 8.37 88.43 1,432.64 13.97 102.55
(0.5) (1.1) (0.3) (0.6) (0.2) (0.2)

1 9.99 0.09 114.83 19.36 0.16 121.76 38.38 0.31 125.84
(2.2) (1.6) (1.2) (1.9) (0.6) (0.9)

Fun4 50 305.79 3.12 97.92 584.59 5.50 106.35 1,145.25 10.32 111.03
(0.4) (1.2) (0.2) (0.7) (0.2) (0.3)

100 612.92 6.17 99.37 1,178.46 10.92 107.93 2,304.13 20.49 112.45
(0.3) (1.2) (0.2) (0.7) (0.2) (0.6)

1 41 0.34 119.53 81 0.67 121.80 162 1.32 122.54
(1.6) (0.8) (1.5) (0.3) (1.5) (0.2)

Fun5 50 1,132 10.76 105.17 2,234 20.65 108.20 4,439 41.07 108.08
(1.7) (0.2) (1.6) (0.1) (1.4) (0.1)

100 2,254 21.38 105.45 4,435 41.43 107.05 8,809 81.63 107.92
(0.9) (0.1) (2.1) (0.1) (2.1) (0.1)

1 85 0.36 237.43 170 0.92 183.98 339 3.55 95.39
(1.9) (0.6) (2.3) (0.3) (2.2) (0.2)

Fun6 50 2,251 11.16 201.74 4,472 27.75 161.16 8,916 98.03 90.96
(1.1) (0.4) (1.7) (0.1) (2.1) (0.1)

100 4,476 22.56 198.44 8,745 57.88 151.09 18,483 194.61 94.97
(2.1) (0.5) (1.1) (0.1) (1.1) (0.1)

of float DE for different dimensions of Fun5 and Fun6 functions. The software

and hardware execution time of these two functions are evaluated for dimensions

8, 16, and 32. The results are tabulated in Table.4.17. From this table, it is

clear that for Fun6 function, the acceleration factor increases with the dimension.

However, the same is not true for Fun5 because of the simplicity of the function.

So it can be concluded that the acceleration factor increases with the complexity

of the function to be optimized. The same trend of acceleration is also noticed

in case of the SU based accelerator and fixed DE accelerator, so it is not tabulated.
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Figure 4.18: Comparison of acceleration factors of fixed and float DE IP in SU
and APU configurations (GMAX=100 and NP=32)

4.8.4 SoC Resource and Power results

The SoC resource results of fixed and float DE IP for both SU and APU interfaces

for Fun4 are tabulated in Table.4.17 and Table.4.18 respectively. It is observed

that the resource utilization is independent of the interface, whereas the SoC with

floating point core consumes more resources compared to fixed point IP as ex-

pected. We further carried out power analysis of the developed SoC system for

both the interfaces of both DE IPs. The power analysis of floating point DE IP

with APU and SU interfaces are tabulated in Table.4.19 and Table.4.20 respec-

tively, whereas for fixed point DE IP, it is tabulated in Table.4.21 and Table.4.22

respectively. These tables present details of power consumed by different modules

of SoCs. The total APU/SU power is the sum of power consumed by DE IP,

FIFO/IPIF, RAM, and remaining logic. System power refer to the sum of power

consumed due to peripheral IPs of the design. The power analysis due to the re-

sources of both float and fixed DE IP SoC systems are also tabulated in Table.4.23

and Table.4.24 respectively. From these tables, it can be concluded that power

consumption is independent of interface type. The float DE SoC consumes less

power while optimizing low dimension functions (Fun4) as shown in Figure.4.19a,

whereas fixed DE SoC consumes lesser power for optimizing complex functions
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Table 4.14: Average execution time of fixed DE IP (33MHz) in APU configuration
with PPC440 based SoC (200MHz)

NP =8 NP=16 NP=32
Fixed APU Fixed APU Fixed APU

Test Function GMAX SW(ms) HW(ms) Acceleration SW(ms) HW(ms) Acceleration SW(ms) HW(ms) Acceleration
(Std%) (Std%) factor (Std%) (Std%) factor (Std%) (Std%) factor

1 0.15 0.05 3.00 0.26 0.1 2.60 0.52 0.2 2.60
(2.8) (1.1) (2.2) (1.4) (1.2) (1.0)

Fun1 50 5.38 2.13 2.53 9.69 3.9 2.48 18.82 7.6 2.48
(0.9) (1.2) (0.4) (0.7) (0.2) (0.2)

100 10.38 4.27 2.43 19.33 8.21 3.94 37.51 15.2 2.47
(0.5) (1.0) (0.4) (1.5) (0.2) (0.2)

1 0.18 0.05 3.60 0.31 0.1 3.10 0.61 0.2 3.05
(2.2) (1.5) (2.3) (1.3) (1.2) (1.4)

Fun2 50 5.97 2.23 2.68 10.85 4.06 2.67 19.82 7.8 2.54
(0.9) (1.2) (0.4) (0.5) (0.2) (0.3)

100 11.96 4.43 2.70 21.64 8.11 2.67 39.26 15.6 2.52
(0.5) (0.7) (0.3) (0.5) (0.2) (0.2)

1 0.16 0.07 2.29 0.31 0.13 2.38 0.61 0.26 2.35
(2.7) (1.1) (1.3) (1.8) (0.6) (1.3)

Fun3 50 5.83 2.6 2.24 11.08 4.9 2.26 21.64 9.57 2.26
(0.6) (1.1) (0.3) (0.5) (0.2) (0.3)

100 11.62 5.3 2.19 22.08 9.9 2.23 43.16 19.06 2.26
(0.5) (1.1) (0.3) (0.6) (0.2) (0.2)

1 0.23 0.08 2.88 0.45 0.15 3.00 0.84 0.3 2.80
(2.2) (1.6) (1.2) (1.9) (0.6) (0.9)

Fun4 50 7.08 2.9 2.44 13.48 5.4 2.50 26.46 10.5 2.52
(0.4) (1.2) (0.2) (0.7) (0.2) (0.3)

100 14.11 5.8 2.43 26.94 10.9 2.47 52.77 21.1 2.50
(0.3) (1.2) (0.2) (0.7) (0.2) (0.6)

1 6 0.5 12.00 11 0.8 13.75 23 1.6 14.38
(1.6) (0.8) (1.5) (0.3) (1.5) (0.2)

Fun5 50 207 11.9 17.39 411 23.5 17.49 809 46.6 17.36
(1.7) (0.2) (1.6) (0.1) (1.4) (0.1)

100 412 23.7 17.38 825 46.7 17.67 1,638 92.6 17.69
(0.9) (0.1) (2.1) (0.1) (2.1) (0.1)

1 15 0.6 25.00 30 1.2 25.00 62 2.3 26.96
(1.9) (0.6) (2.3) (0.3) (2.2) (0.2)

Fun6 50 446 16.4 27.20 884 32.4 27.28 1,736 64.5 26.91
(1.1) (0.4) (1.7) (0.1) (2.1) (0.1)

100 891 32.6 27.33 1,764 64.4 27.39 3,537 128 27.63
(2.1) (0.5) (1.1) (0.1) (1.1) (0.1)

(Fun6) as shown in Figure.4.19b. Finally, the power analysis of complete SoC

system with float/fixed DE IPs for optimizing Fun6 is tabulated in Table.4.25.

.
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Table 4.15: Average execution time of fixed DE IP (33MHz) in SU configuration
with PPC440 based SoC (200MHz)

NP =8 NP=16 NP=32
Fixed SU Fixed SU Fixed SU

Test Function GMAX SW(ms) HW(ms) Acceleration SW(ms) HW(ms) Acceleration SW(ms) HW(ms) Acceleration
(Std%) (Std%) factor (Std%) (Std%) factor (Std%) (Std%) factor

1 0.15 0.06 2.68 0.26 0.10 2.65 0.52 0.19 2.68
(2.8) (1.1) (2.2) (1.4) (1.2) (1.0)

Fun1 50 5.38 2.16 2.50 9.69 3.96 2.45 18.82 7.64 2.46
(0.9) (1.2) (0.4) (0.7) (0.2) (0.2)

100 10.38 4.36 2.38 19.33 8.02 2.41 37.51 15.19 2.47
(0.5) (1.0) (0.4) (1.5) (0.2) (0.2)

1 0.18 0.06 3.10 0.31 0.11 2.90 0.61 0.21 2.90
(2.2) (1.5) (2.3) (1.3) (1.2) (1.4)

Fun2 50 5.97 2.18 2.73 10.85 4.10 2.65 19.82 7.82 2.54
(0.9) (1.2) (0.4) (0.5) (0.2) (0.3)

100 11.96 4.39 2.72 21.64 8.12 2.67 39.26 15.56 2.52
(0.5) (0.7) (0.3) (0.5) (0.2) (0.2)

1 0.16 0.07 2.32 0.31 0.13 2.31 0.61 0.27 2.28
(2.7) (1.1) (1.3) (1.8) (0.6) (1.3)

Fun3 50 5.83 2.62 2.23 11.08 4.92 2.25 21.64 9.55 2.27
(0.6) (1.1) (0.3) (0.5) (0.2) (0.3)

100 11.62 5.26 2.21 22.08 9.85 2.24 43.16 19.07 2.26
(0.5) (1.1) (0.3) (0.6) (0.2) (0.2)

1 0.23 0.08 2.88 0.45 0.16 2.90 0.84 0.30 2.76
(2.2) (1.6) (1.2) (1.9) (0.6) (0.9)

Fun4 50 7.08 2.93 2.42 13.48 5.37 2.51 26.46 10.48 2.52
(0.4) (1.2) (0.2) (0.7) (0.2) (0.3)

100 14.11 5.89 2.40 26.94 10.77 2.50 52.77 20.97 2.52
(0.3) (1.2) (0.2) (0.7) (0.2) (0.6)

1 6 0.41 14.74 11 0.81 13.53 23 1.64 14.03
(1.6) (0.8) (1.5) (0.3) (1.5) (0.2)

Fun5 50 207 12.06 17.17 411 23.74 17.31 809 47.12 17.17
(1.7) (0.2) (1.6) (0.1) (1.4) (0.1)

100 412 23.98 17.18 825 47.16 17.49 1,638 93.58 17.50
(0.9) (0.1) (2.1) (0.1) (2.1) (0.1)

1 15 0.59 25.42 30 1.18 25.40 62 2.37 26.19
(1.9) (0.6) (2.3) (0.3) (2.2) (0.2)

Fun6 50 446 16.66 26.78 884 32.98 26.80 1,736 65.57 26.48
(1.1) (0.4) (1.7) (0.1) (2.1) (0.1)

100 891 33.07 26.94 1,764 65.73 26.84 3,537 130.07 27.19
(2.1) (0.5) (1.1) (0.1) (1.1) (0.1)

Table 4.16: Timing results for different dimensions in APU configuration of fixed
DE IP (NP=32) with PPC440 based SoC

D =8 D=16 D=32
Test Function GMAX SW(ms) HW(ms) Acceleration SW(ms) HW(ms) Acceleration SW(ms) HW(ms) Acceleration

(Fixed) factor (Fixed) factor (Fixed) factor
500 2711 160 16.94 4781 258 18.53 8612 464 18.56

Fun5 1000 5502 320 17.19 9811 516 19.01 18182 929 19.57
2000 11086 642 17.26 19872 1031 19.27 36654 1857 19.73
500 3199 171 18.70 6942 309 22.46 17500 655 26.71

Fun6 1000 6477 346 18.71 14215 627 22.67 35526 1321 26.89
2000 13637 695 19.62 29200 1263 23.12 71683 2651 27.04
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Table 4.17: SoC Device Utilization of floating point DE IP for Fun4

APU SU
Resource Type Used Utilization Used Utilization

PLL ADVs 1 16% 1 16%
DSP48Es 20 15% 20 15%

JTAGPPCs 1 100% 1 100%
PPC440s 1 100% 1 100%

BlockRAM 26 17% 26 17%
Slices 7190 64% 7230 64%

Slice LUTs 18921 42% 18954 42%
Slice Registers 12097 27% 13433 28%
LUT FF Pairs 8953 40% 9203 41%

Table 4.18: SoC Device utilization of fixed DE IP for Fun4

APU SU
Resource Type Used Utilization Used Utilization

PLL ADVs 1 16% 1 16%
DSP48Es 61 47% 61 47%

JTAGPPCs 1 100% 1 100%
PowePC440s 1 100% 1 100%
BlockRAM 9 6% 9 6%

Slices 3431 30% 3326 29%
Slice LUTs 7259 16% 7272 16%

Slice Registers 6270 13% 6336 14%
LUT FF Pairs 3615 36% 3829 39%
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Figure 4.19: Power results of all the accelerators for Fun4 and Fun6
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Table 4.19: Power analysis of floating DE APU accelerator in SoC (mW)

Test Function Total Power System PPC APU DE FIFO RAM FPU Logic
Fun1 107.47 44.99 44.74 18.17 7.35 1.47 5.11 4.21
Fun2 114.55 44.99 44.74 23.59 12.57 1.47 5.10 5.17
Fun3 100.17 44.99 44.74 10.77 2.41 1.47 5.10 5.17
Fun4 100.57 44.99 44.74 11.38 2.69 1.47 4.98 2.23
Fun5 123.29 45.00 44.74 38.35 2.72 19.17 8.1 3.58
Fun6 122.85 45.00 44.74 33.55 2.72 19.17 8.1 3.41

Table 4.20: Power analysis of floating DE SU accelerator in SoC (mW)

Test Function Total Power System PPC SA DE IPIF RAM FPU Logic
Fun1 102.96 45.18 44.74 13.26 4.65 1.47 4.98 2.15
Fun2 107.62 45.21 44.74 17.76 6.98 1.47 4.18 4.20
Fun3 104.18 45.17 44.74 14.65 4.05 1.47 4.98 4.12
Fun4 104.06 45.16 44.74 14.36 5.22 1.47 4.98 3.50
Fun5 127.41 45.19 44.74 37.93 4.88 19.38 8.10 5.52
Fun6 128.27 45.19 44.74 36.54 4.02 19.38 8.10 5.25

Table 4.21: Power analysis of fixed DE APU accelerator in SoC (mW)

Test Function Total Power System PPC APU DE FIFO RAM Logic
Fun1 129.50 45.00 44.74 4.30 2.69 0.30 0.18 1.13
Fun2 106.34 45.01 44.74 17.07 10.80 0.35 0.32 5.60
Fun3 94.91 45.00 44.74 5.65 3.10 0.31 0.38 1.84
Fun4 96.06 45.00 44.74 6.72 3.82 0.34 0.33 2.57
Fun5 99.37 45.00 44.74 10.15 4.91 0.32 2.93 1.98
Fun6 99.76 45.00 44.74 10.27 4.92 0.31 2.87 2.05

Table 4.22: Power analysis of fixed DE SU accelerator in SoC (mW)

Test Function Total Power System PPC SA DE IPIF RAM Logic
Fun1 130.21 45.23 44.74 3.93 2.36 0.31 0.19 1.03
Fun2 130.22 45.21 44.74 17.87 12.24 0.27 0.18 5.14
Fun3 94.99 45.21 44.74 5.44 2.87 0.29 0.38 1.87
Fun4 96.06 45.14 44.74 6.66 3.83 0.29 0.33 2.50
Fun5 99.23 45.20 44.74 9.74 4.82 0.29 2.93 1.89
Fun6 100.27 45.28 44.74 10.50 5.21 0.30 2.92 2.05

4.8.5 Convergence results

Although the objective of this work is intended to improve the execution speed

and not the quality of the solution, convergence tests are also performed to verify

the functionality of the DE algorithm by using two accelerators. The convergence

graphs of DE algorithm for Fun2 and Fun3 test functions are plotted in Fig-
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Table 4.23: Power analysis of resources in complete SoC using floating DE IP in
APU and SU configurations (mW)

Fun1 Fun2 Fun3 Fun4 Fun5 Fun6
Resources PLB APU PLB APU PLB APU PLB APU PLB APU PLB APU

Clocks 121.67 120.31 134.57 129.97 121.55 122.14 133.04 135.06 136.87 142.80 139.83 138.86
Logic 2.09 3.16 2.46 3.78 2.62 2.97 1.201 1.505 2.06 2.18 2.09 2.29

Signals 5.66 8.92 7.51 12.92 6.45 8.63 3.56 3.86 5.27 5.69 5.59 5.13
IOs 3298.22 3298.22 3298.22 3298.22 3298.22 3298.22 3298.22 3298.22 3298.22 3298.22 3298.22 3298.22

BRAMs 11.78 11.95 11.77 11.95 11.76 11.73 11.76 11.76 3.208 3.208 3.208 3.208
DSPs 0.08 0.08 2.55 2.55 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

PPC440s 44.74 44.74 44.74 44.74 44.74 44.74 44.74 44.74 44.74 44.74 44.74 44.74
PLLs 34.62 34.62 34.62 34.62 34.62 34.62 34.62 34.62 34.62 34.62 34.62 34.62

Total Quiescent Power 1849.34 1850.19 1854.11 1854.67 1849.64 1851.43 1842.44 1852.31 1834.14 1860.64 1840.04 1852.31
Total Dynamic Power 3520.00 3523.15 3537.56 3539.63 3521.11 3527.69 3524.64 3530.94 3459.64 3561.46 3496.18 3530.94

Total Power 5369.34 5373.35 5391.67 5394.31 5370.75 5379.11 5337.12 5383.25 5319.78 5422.10 5539.72 5383.25

Table 4.24: Power analysis of resources in complete SoC using fixed DE IP in APU
and SU configurations (mW)

Fun1 Fun2 Fun3 Fun4 Fun5 Fun6
Resources PLB APU PLB APU PLB APU PLB APU PLB APU PLB APU

Clocks 107.69 107.55 108.14 100.79 94.79 104.57 96.91 103.20 95.89 94.61 101.04 106.13
Logic 1.72 1.51 1.70 4.41 2.49 2.42 2.35 2.23 2.26 2.19 2.44 2.32

Signals 4.14 3.53 4.17 12.65 4.50 4.50 4.42 4.54 4.93 5.14 5.59 5.19
IOs 3298.22 3298.22 3298.22 3298.22 3298.22 3298.22 3298.22 3298.22 3298.22 3298.22 3298.22 3298.22

BRAMs 3.62 3.62 3.62 4.20 4.20 4.20 4.20 4.20 7.35 7.35 7.35 7.35
DSPs 0.83 0.83 0.83 1.74 0.44 0.40 1.74 1.70 1.33 1.33 1.54 1.54

PPC440s 44.74 44.74 44.74 44.74 44.74 44.74 44.74 44.74 44.74 44.74 44.74 44.74
PLLs 69.24 69.24 69.24 36.12 36.12 34.62 34.62 34.62 34.62 34.62 34.62 34.62

Total Quiescent Power 1937.78 1937.51 1937.90 1841.77 1839.93 1842.54 1840.79 1842.48 1841.37 1841.06 1843.04 1849.27
Total Dynamic Power 3532.47 3531.51 3532.92 3502.51 3485.15 3498.60 3488.35 3494.64 3490.50 3489.35 3496.18 3501.26

Total Power 5470.25 5469.03 5470.83 5349.59 5325.09 5337.40 5329.14 5337.12 5331.86 5330.40 5339.72 5345.53

Table 4.25: Power analysis of SoC system for Fun6 consisting floating/fixed point
DE IP

Resource Type Float Power(mW) Fixed Power(mW)
Total SoC system 122.85 96.06

PowerPC440 44.74 44.74
APU 33.55 6.72

Clockgen 38.35 38.35
DDR2 5.40 5.47

Compact flash 0.24 0.25
RS232 Uart 1 0.15 0.12

PLB 0.02 0.02
proc sys reset 0 0.05 0.04

xps timer 0 0.04 0.04
xps timer 1 0.03 0.03
xps intc 0 0.02 0.02

xps bram cntlr 0.01 0.01
xps bram 0.00 0.00
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(b) Comparison of float and fixed DE result in APU configuration for
Fun3

Figure 4.20: Convergence rate comparison of float and fixed DE in APU configu-
ration with software

ure.4.20a and Figure.4.20b respectively. These figures compare the convergence

results of floating point DE algorithm implemented in embedded processor (as

SW) with floating and fixed APU hardware accelerator (as HW). It is observed

that, the floating point hardware results approximately same quality of solution

and convergence rate as the processor whereas, the fixed point APU gives the

solution of less quality because of its bit-width limitation.
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4.9 Case Study: Infinite Impulse Response (IIR)

system identification using DE algorithm

Designing of an adaptive digital IIR filter is an emerging research area for many

years. This has been used in different practical applications [130, 131, 132]. How-

ever, the IIR filter does not guarantee satisfactory performance if the coefficients

are not chosen accurately. It has also been recognized that error surface is usually

non-quadratic and multi-modal with respect to filter coefficients. So, to improve

the robustness of the design, evolutionary algorithms have been applied, for the de-

sign of IIR filter [118, 120, 121, 122, 133]. In these approaches, the filter coefficients

are updated using evolutionary techniques which help to avoid local minimas in

multimodal error surface. The objective of this case study is to verify the perfor-

mance of developed DE accelerator by implementing the IIR system identification

task in FPGA.
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Figure 4.21: Block diagram of DE based IIR system identification

Multiply-
Accumulate

x(n)

Enable

Reset

Clock

Coefficient 
Memory

Coeff_in

Data_in
Data 

Memory

b

Controller

Multiply-
Accumulate

+

_
y(n)

O
ut

pu
t M

em
or

y

Figure 4.22: Hardware architecture for IIR filter



CHAPTER 4. COPROCESSOR FOR DE ALGORITHM 104

The block diagram of IIR based system identification using DE algorithm is

shown in Figure.4.21. The coefficients of IIR filter are obtained by minimizing

the difference between the output of the filter and unknown system using DE

algorithm [119]. The system can be modeled using an IIR filter as equation 1.

y0(n) +
M∑
i=1

biy(n− i) =
L∑
i=0

aix(n− i) (4.1)

where x(n), y(n) are the input and output signal of the IIR filter respectively, M

(≥ L) is the filter order and ai, bi are the filter coefficients. The transfer function

of adaptive IIR filter is

HM(z) =

[
Â(z)

B̂(z)

]
(4.2)

where Â(z) and B̂(z) are the feed-forward and feed-back coefficients of adaptive

IIR filter respectively.

Â(z) =
L∑
i=0

âiz
−i (4.3)

B̂(z) = 1 +
M∑
i=1

b̂iz
−i (4.4)

where âi and b̂i are the estimated feed-forward and feed-back coefficients of

the model respectively. If the transfer function of unknown plant is same as the

transfer function of adaptive filter, then the plant is identified by using the model

HM(z). This identification task is formulated as an optimization problem with

cost function J(
∧
φ) as

J(
∧
φ) =

1

N

N∑
n=1

e2(n) =
1

N

N∑
n=1

(d(n)− y(n)))2 (4.5)

where d(n) and y(n) are desired and actual responses of the plant and N is

number of samples; The model coefficient vector
∧
φ can be

∧
φ = [a0a1.....aLb1.....bM ]T (4.6)
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The overall output of the plant is

y(n) = y0(n) + η(n) (4.7)

where η(n) is additive white Gaussian noise and

y0(n) = F−1[Hs(z).X(z)] (4.8)

where Hs(z) and X(z) are the Z-transform of unknown plant and input signal

respectively.

For verification purpose a 3rd order plant is modeled as a 3rd order IIR filter

with transfer function as

HM(z) =
a0 + a1z

−1 + a2z
−2

1− b1z−1 − b2z−2 − b3z−3
(4.9)

The transfer function of the 3rd order plant is given by [119]

Hs(z) =
−0.2− 0.4z−1 + 0.5z−2

1− 0.6z−1 + 0.25z−2 − 0.2z−3
(4.10)

Figure 4.23: Experimental test setup for system identification
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Figure 4.24: Convergence graphs of system identification problem in the HW and
SW

Table 4.26: Estimated parameters of 3rd order IIR filter in SoC

Parameter Actual value Estimated value
a0 -0.20 -0.200
a1 -0.40 -0.400
a2 0.50 0.499
b1 0.60 0.600
b2 -0.25 -0.249
b3 0.20 0.199

The hardware architecture of IIR based system identification task is given in

Figure.4.22. The filter coefficients are obtained from the DE hardware IP. This

algorithm is coded in C-language and implemented in the PowerPC processor

of Xilinx Virtex-5 FPGA, subsequently it is implemented on hardware and the

estimated coefficients using the fixed/float DE IPs using APU are tabulated in

Table.4.26, corresponding to 500 iterations. A snapshot of the real time test bed is

shown in Figure.4.23. The error convergence graph is shown in Figure.4.24. This

figure shows that the quality of the solution using both software on embedded

processor and hardware IPs are comparable. Furthermore, the execution time

for performing system identification in embedded processor and both hardware
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Table 4.27: Timing results for system identification problem using fixed and float
DE IP in APU configuration

IP system GMAX HW(ms) SW(ms) Acceleration
factor

50 0.376 4.201 11.16
100 0.738 8.525 11.54
200 1.496 18.041 12.06

Fixed DE 300 2.216 26.551 11.98
400 2.952 34.371 11.64
500 3.707 45.681 12.32
50 0.370 60.113 162.46

Float DE 100 0.733 117.543 160.35
200 1.459 233.191 159.82
300 2.185 353.795 161.91
400 2.911 462.092 158.73
500 3.637 583.047 160.30

DE IPs for different number of generation is tabulated in Table.4.27. HW (sec)

and SW (sec) denotes the execution time using the hardware accelerator and

embedded processor in seconds respectively. From this table, it is observed that

the developed floating point accelerator gives an acceleration of approximately

150-160x compared to the software implementation, whereas fixed DE IP gives an

acceleration of 11x.

4.10 Conclusions

In this case study, hardware accelerators for computing fixed and floating point

DE algorithm are developed. To avoid the bus overhead, the complete DE al-

gorithm is implemented in hardware instead of partitioning the design into soft-

ware and hardware. These accelerators are interfaced with the PPC440 using

both Auxiliary Processing Unit (APU) and Slave Unit (SU) interface techniques.

The performance of these interface techniques are studied by optimizing a set of

benchmark functions. From the experimental results it is concluded that i) the

designed accelerators are giving more acceleration compared to hardware/ soft-

ware co-design technique, ii) the acceleration factor remains same for optimizing

test functions using APU and SU interfaces; However this statistic may change for

different applications, iii) The execution time of DE accelerator is compared with
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X86, Microblaze, PPC440 processor with different Floating Point Unit (FPU) con-

figurations; It is concluded that hard FPU enabled processor configuration is the

optimum configuration for executing the task in the processor. However the hard-

ware accelerator (SU/APU) gives more acceleration compared to the hard/soft

FPU enabled processor, iv) it has also been demonstrated that the acceleration

factor increases with the increase in complexity and dimension of the fitness func-

tion irrespective of interfacing technique, v) the resource utilization and power

analysis concluded that the power consumption and resource utilization are same

for both interfaces. However, floating point DE IP consumes more power and

resources compared to fixed point DE IP, vi) further IIR system identification is

solved using the developed fixed & float DE IP and it attained an acceleration of

approximately 11x and 150x respectively. In future, this design approach can be

used for implementing evolutionary embedded applications.
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This chapter presents the third case study of the thesis. In this case study

a hardware accelerator for H.264 video decoder is developed by using the open

source reference hardware design. The accelerator is interfaced as an Auxiliary

Processing Unit (APU) with the embedded PPC440 processor in System on Chip

(SoC) platform. The complete SoC is validated in Xilinx Virtex-5 development

board using different test video sequences and the execution time of accelerator is

evaluated.

5.1 Introduction

A video codec is a procedure that allow encoding, that allows encoding and de-

coding of digital video. Encoding results in compression and decoding results in

decompression of digital video. Standardization of video coding formats play a

vital role in digital video applications. For playing 30/60 frames per second (fps)

video sequences with a resolution of 1920 x 1080 pixels ( High Definition Digital

Television (HDTV)), with 24 bits per pixel, the required transmission rate is 1.5

billion bits per second (1.5 Gbps) and it would take 112 billion bytes (112 GB)

to store a video of 10 minutes duration [5]. Thus compression of video data is

required. In general the digital video captured from a camera undergoes certain

pre-processing stages before encoded into bit format. This bit format file is ei-

ther stored or transmitted through the channel. In the receiver section, a decoder

decodes the video and displays in the monitor after an optional post-processing

steps. Several video coding standards were developed by aggregating the tech-

nical algorithms to efficiently compress the video data. H.264 (Advanced Video

Coding (AVC) or MPEG-4 part 10) is the latest video coding standard defined by

International Telecommunication Union (ITU) [134]. Apart from H.264, different

standards such as H.261 (1990), MPEG-1 Video (1993), MPEG-2 Video (1994),

H.263 (1995, 1997), MPEG-4 Visual (1998) have been adapted for video coding

[135]. Still newer standards such as Scalable Video Coding (SVC) and Multi View

Coding (MVC) and latest is High Efficiency Video Coding (HEVC) are evolving

for better compression. These standards were developed for different network,

mobile broadcast applications.

The applications are ranging from video telephony, Compact Disk (CD), broadcast

of Standard Definition Television (SDTV) or High Definition Television (HDTV).

The modern applications like video conferencing, mobile television demands new
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video coding standard, which can provide enhanced video compression, low latency

and streaming of video data [135, 136]. In order to meet these requirements, H.264

video codec is developed. The compression efficiency of H.264/AVC standard is up

to two times more compared to MPEG-2 standard. It also can save 25 to 45% and

50 to 70% of bit rates compared with MPEG-4 and MPEG-2 codecs respectively

[137, 138]. Although H.264 has better compression efficiency, lower communication

channel bandwidth, the main bottleneck is its computational complexity. Due to

complexity of the algorithm involved in H.264, the general purpose processors fail

to decode the high-resolution video in real time at a rate of 30 fps. This becomes

even more critical while decoding video data in the embedded systems, where the

constraint is not limited to only speed but also includes power consumption and

chip area [139]. Thus, there is a demand for implementing the H.264 decoder

in complete hardware which can fulfill the speed, power and area requirements.

Hence in this work a hardware accelerator of H.264 decoder is developed.

According to the AVC standard the video coding process is divided into sev-

eral stages or modules. Each stage can be designed separately in the hardware to

optimize speed, area and power consumption. The AVC modules are parsing and

entropy decoding, Context Adaptive Variable Length Coding (CAVLC), Inverse

Discrete Cosine transform (IDCT) for Inverse Transformation (IT), Inverse Quan-

tization (IQ), Intra-frame Prediction (IP), Motion Compensation (MC) followed

by Deblocking Filter (DBF).

In the SoC platform, different hardware interfacing approaches are presented

in chapter 2, for accelerating a design. The coprocessor solution gives higher

amount of acceleration as compared to other methods, however the acceleration

is decreasing with more interactions between the coprocessor and the embedded

processor [12]. So in order to limit these interactions a complete H.264 IP with all

the modules and internal memories is developed in a single Intellectual Property

(IP) core. In this case study we have used the video decoder architecture reported

in [140, 141] which is targeted for ASIC platform. As a starting point we have con-

sidered the same open-source H.264 video decoder for developing the coprocessor

for FPGA platform with modifications listed in section 5.4. The objective of this

case study is to develop a coprocessor of entire H.264 decoder and implement in

a FPGA based system on chip (SoC) platform. The developed H.264 IP is inter-
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faced to the PPC440 embedded processor using APU interface in SoC platform.

The developed coprocessor is tested in Xilinx SoC platform with different video

sequences and performance of the coprocessor is evaluated by comparing the exe-

cution time of the software H.264 decoder implemented in processor and hardware.

In this work the computational complexity of each module is analyzed, by

software profiling of the reference video decoder [142] (JM 9.4) targeted to mobile

TV application [176 X 144, 30 fps]. Profiling results help to identify the critical

module of the design. Since general purpose processors are not suitable for this

kind of application, PPC440 embedded processor is used for profiling the H.264

decoder. The xil profiler an instruction level profiler is used for profiling the

software H.264 decoder [143, 144]. The profiling results show that MC, DBF, are

computation-intensive modules, which dominates 70% of the total execution time

of the decoder [145, 146].

5.2 Related works

The literature reports the hardware development of specific module such as IDCT,

DBF, MC to accelerate the H.264 decoder. However limited works are reported

about the development of H.264 coprocessor in FPGA. A prototype implementa-

tion of H.264 decoder using FPGA is also reported [147]. Agostani et al., presented

a main profile decoder of H.264 decoder with HW/SW codesign methodology in

Virtex-II Pro FPGA and later they implemented the design in ASIC chip [148].

Different modules of H.264 decoder CAVLC, IDCT, MC, DBF are interfaced to

the Processor Local Bus (PLB) in SoC platform and subsequently an ASIC for

H.264 decoder is developed [148, 149, 150, 151]. Similarly FPGA based H.264

decoder is also developed for Common Intermediate Format (CIF) and HD reso-

lutions [152]. KeXu et al., proposed an open source (RTL-code) baseline profile

decoder of H.264 decoder and implemented in both ASIC and Virtex-4 FPGA for

Quarter Common Intermediate Format (QCIF) resolution [153]. This decoder uses

self adaptive pipeline for intra/inter modules. This enables the decoder to decode

30 fps at 1.5MHz [140, 141]. Warsaw et al., and Chen.et.al., developed a HDL

based H.264 decoder which decodes 30 fps on both FPGA and ASIC technologies

[154, 155]. Werda et al., developed a baseline profile decoder on DSP processor

TMS-320C6416. This decoder also achieved 30 fps [156]. Huan et al., developed
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an embedded platform using ARM CPU core running at 130 MHz, SRAM, multi-

ple dedicated accelerators for (IDCT, CAVLC, MC, DBF), with 32-bit Advanced

High Performance Bus (AHB) bus interface and an external memory interface.

The decoding process can be partitioned either to execute software on the ARM

CPU or on the dedicated hardware running in parallel with CPU (software and

hardware). The acceleration due to hardware is 2x time faster than software and

even after this speedup, the decoder platform is unable to decode QCIF video

sequences more than 10 fps [157]. Starnbeck et al., developed a coprocessor to

accelerate the execution speed of H.264 decoder for Digital Video Broadcasting

(DVB) [158]. Along with this there are different methodologies such as Bluespec

Verilog for developing H.264 decoder [159, 160, 161]. Kthiri et al., developed a

SoC system using PPC440 with Xenomai Real-Time Operating System (RTOS)

with a coprocessor for DBF [146]. Table.5.1 briefly tabulates some of the related

works important to the thesis work.

Table 5.1: Review of existing literature on H.264 decoder

Work profile Decoder Approach Technology
[148] Main H.264 SoC HW-SW co-design Virtex-II Pro FPGA & ASIC
[141] Baseline H.264 IP HW Virtex4 FPGA &ASIC
[156] Main H.264 IP SW TMS DSP processor

[152, 154] Main H.264 IP HW FPGA
[155, 162] Main H.264 IP HW ASIC

[157] Baseline H.264 SoC HW-SW co-design FPGA-ARM platform
[158] Main H.264 IP HW-SW co-design FPGA

Present work Baseline H.264 SoC HW-SW co-design Virtex-5 FPGA

5.2.1 Profiles and Levels

H.264 standard defines mainly a set of three profiles (Baseline, Main, High), each

support a particular set of modules such as CAVLC, IDCT, MC etc., and also

each specify the requirements of encoder or decoder that complies with a par-

ticular profile [135, 137]. The Baseline profile supports intra, inter-coding (using

I-slices and P-slices) and entropy coding with CAVLC techniques. The Main pro-

file supports interlaced video, inter-coding using B-slices with weighted prediction

and entropy coding using Context Adaptive Binary Arithmetic Coding (CABAC)

technique. The Extended profile does not support interlaced video or CABAC
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but enable efficient switching between coded bit-streams (SP and SI slices) and

has improved error resilience. Applications of the Baseline profile include video

telephony, video conferencing and wireless communications; potential applications

of the Main profile include television broadcasting and video storage; and the Ex-

tended profile may be particularly useful for streaming media applications. Fig-

ure.5.1 shows the H.264 decoder profiles and their features. From this figure, it is

clear that the Baseline profile is a subset of the Extended profile, but not of the

Main profile. Performance limits for codecs are defined by a set of Levels, each has

limits on parameters such as sample processing rate, picture size, coded bit-rate

and memory requirements [5].
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Figure 5.1: H.264 decoder profile configurations [5]

5.2.2 Encoder (forward path)

In the video compression unit, the raw input image is in RGB format. As human

eyes are more sensitive to brightness than the color informations, the video signals

are processed in YCbCr format (Y is the luminance component which represent the

brightness information whereas Cr and Cb are the chrominance components which
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represents the color information). In the compression system, an image is divided

into macro blocks. As human eyes are more sensitive to luminance information,

the idea is to use higher resolution for the luminance component (more samples)

and smaller resolutions for the chrominance components. According to the target

applications three types of sub-sampling i.e. 4:4:4, 4:2:0 and 4:2:2 techniques

are used. In the baseline profile decoder 4:2:0 format is used in which both the

luminance and the chrominance components of the signal are sub-sampled by a

factor of 2 in both horizontal and vertical direction. Therefore, a macroblock

consists of one block of 16 x16 pixels for the luminance component and two blocks

of 8 x 8 pixels for the color components [5].
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Figure 5.2: H.264 encoder [5]

The video encoder shown in Figure.5.2 includes two data flow paths, a) for-

ward path and b) reconstruction path. The data flow path in the video decoder

is shown in Figure.5.3. Before examining the details of H.264 decoder, the main

steps in encoding and decoding a frame of video signal is briefly explained below.

An input frame Fn is processed in units of macroblocks. Each macroblock is en-

coded using either intra or inter mode. For each frame, the current macroblock

is predicted using either the neighboring macro blocks of same frame or reference

frame. In intra mode, prediction of macroblock is from the neighboring macro

blocks of current frame that have been previously encoded, decoded and recon-

structed (uF ′n is the unfiltered samples are used to form prediction). In case
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of the inter mode, prediction is carried out by motion-compensated prediction

using a reference frame. In the Figure.5.2, the reference frame is shown as the

previous encoded frame F ′n−1. A macroblock partition (in inter mode) may be

chosen from a selection of past frames that have already been encoded, recon-

structed and filtered. The predicted macroblock/frame is subtracted from the

current macroblock/frame to produce a residual (difference) block D′n that is

transformed (using a block transform), quantized to give Xn followed by reorder-

ing and entropy encoding. The entropy-encoded coefficients, together with control

informations (prediction modes, quantizer parameter, motion vector information,

etc.,) form a Network Abstraction Layer (NAL) for transmission or storage [5].

Encoder (Reconstruction path)

For encoding and transmitting each macroblock, the encoder decodes each mac-

roblock in a frame and the reconstructed frame is set as the reference frame for

further predictions. The coefficients Xn are scaled (Q−1) and inverse transformed

(T−1) to produce a difference block D′n as shown in Figure.5.2. The prediction

block is added to D′n to create a reconstructed block uF ′n (a decoded version of

the original block; u indicates that it is unfiltered). A Deblocking filter (DBF) is

applied to reduce the effects of blocking distortions and the reconstructed reference

frame F ′n is created from a series of macroblocks [5].
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Figure 5.3: H.264 decoder [5]
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5.2.3 Decoder

The decoder receives the compressed bitstream from the NAL unit, the entropy

decoder decodes the data elements to produce a set of quantized coefficients Xn as

shown in Figure.5.3. These are scaled and inverse transformed to give D′n. Using

the control informations of the bitstream, the decoder creates a prediction block,

identical to the original prediction block formed in the encoder. This predicted

block is added to D′n to produce uF ′n which is filtered to reconstruct the frame

F ′n.

5.3 FPGA implementation of H.264 decoder

A key design step for implementing the H.264 decoder is the selection of imple-

mentation strategy, optimizing at different design levels, and properly partitioning

the decoding tasks between different blocks. A video codec has to decode the video

signal greater than or equal to 30 fps. In order to speed up the execution of the

decoder, the time-consuming operations like interpolation in MC and DBF should

be carefully optimized or implemented in the hardware. It is difficult to achieve

higher acceleration in case of general purpose processor. This is because of sequen-

tial processing nature of the processor. In case of the DSP processors decoders

need special instructions with parallel processing capability to speed-up some crit-

ical modules of the H.264 decoder [146, 163, 164]. In case of FPGA, mapping of

video processing algorithms into its resources provide inherent concurrency and

parallelism in execution results to superior acceleration over DSP, GPP hardware

[148].

The importantstep towards H.264 decoder realization is to prototype it in the

FPGA and use it in commercial products. Implementation of H.264 in FPGA

faces multiplelevels of complexity because, real-time video compression requires

high throughput, larger memory bandwidth etc. In the present work a dedicated

hardware/coprocessor for H.264 is developed in FPGA for achieving higher accel-

eration. Table.5.2 shows that as video resolution increases operating frequency of

the decoder also increases. This enhances the memory requirements from (QCIF

(176x144) to HDTV 1080p (1920x1088)) [6].
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Table 5.2: Frequency requirement for processing 30 fps for different video resolu-
tions [6]

Resolution Macroblock perframe) number of Macroblock frequency
QCIF 99 2,970 1.78MHz
CIF 396 11,880 7.13MHz
4CIF 1,584 47,520 28.5MHz
720p 3,600 108,000 64.8MHz
1080p 8,160 244,800 146.9MHz

Generally a video decoder requires a lot of resource for hardware implemen-

tation for faster processing of macroblocks. The key aspect of H.264 hardware is

memory management and pipeline processing. The decoder demands more mem-

ory access since the macroblocks are stored in the memory. So memory manage-

ment is a critical task while designing the hardware for H.264 decoder [149, 165].

Accessing large memory introduces more routing delay that results in low oper-

ational frequency. This greatly effects the throughput of the design. So, FPGA

based design can fulfill these demands with a trade-off between area and speed.

A complete video decoding system comprises of four parts, a memory for stor-

ing encoded bitstream, bitstream controller, reconstruction data-path, and a dis-

play controller, as depicted in Figure 5.4. Bitstream data is fetched by the bit

stream controller according to the structure of the encoded bitstream (each video

standard has its own specific bitstream structure). The bitstream parser pro-

cesses the syntax elements ranging from frame level to macroblock level, while

the CAVLC decoder handles transformed/quantized residues. In this process each

macroblocks is decomposed into 16 luma of 4x4 blocks and 8 chroma (Cb and Cr)

of 4x4 blocks. Intra/ Inter prediction modules are used for prediction of the macro

block, according to the current macroblock mode (i.e. 4x4 or 8x4 or 16x16 etc.,).

After intra/inter prediction, the destination of predicted 4x4 blocks are controlled

by pipeline synchronizer; if it arrives earlier than the residual 4x4 block, it is put

into the prediction buffer and waits for residual arrival; once residuals are recov-

ered by Q−1 and T−1 decoder they are added with predicted residual 4x4 blocks

and filtered using DBF. The final decoded macroblock pixels are sent to display

engine [140]. The reconstructed video is usually in YCbCr (YUV) format. The

decoded YUV video sequence is sent to display controller, which converts YUV

format into RGB format for display.
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Figure 5.4: H.264 Hardware Block diagram

The considered reference hardware architecture uses pipelining for processing

of both 16x16 and 4x4 blocks [6]. The whole decoder is designed by pipelining

4x4 block, except deblocking filter which requires pipelining of 16x16 macroblock.

However 16x16 block processing suffers several disadvantages such as it requires

intermediate buffer of several mega bytes size to save temporary results of the

whole 16x16 macroblock. Also, there is no data reuse inside each macroblock

because the entire macroblock is processed as a whole [166]. The modules apart

from the DBF, intra prediction, MC, IDCT uses 4x4 block pipeline have three

major advantages: first, it matches the smallest block size specified in H.264/AVC

standard, second, temporary memory, such as registers or internal memory used

to back up intermediate data can be substantially smaller than 16x16 (in fact it

uses 4x4). This saves computational time to store the samples. At last, it exploits

the data reuse capability between neighboring 4x4 blocks inside a macroblock.

The disadvantage of 4x4 pipeline is the degradation of system throughput. This
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is because the prediction need to be synchronized for every 4x4 block. However,

this can be partially compensated by several other design techniques, such as self-

adaptive pipeline and parallel architecture [167, 168]. In order to reuse the 4x4

blocks, the processing order of this block can be either of 1x4 column decoding or

4x1 row decoding [6]. In the considered design 1x4 column decoder is used for Q−1,

T−1 and intra/inter prediction whereas for sum (Adder) block, 4x1 row order is

used. Verilog code of the decoder is used and synthesized in Virtex-5 development

board. The important features of the considered open-source decoder is given

below [141].

� It supports H.264AVC baseline decoding of QCIF resolution.

� It uses pipelining, parallel architecture along with data reuse mechanism to

improve the throughput of decoder.

� It uses clock gating technique to reduce power consumption.

� It uses self adaptive hybrid pipeline architecture for inter/intra prediction

module with hierarchical memory organization.

� It uses Multi functional processing elements (MFPE) and seed method for

planar mode prediction in intra prediction.

� Inter prediction uses Variable Block Shape (VBS) with pipelined luma/chroma

interpolators.

5.3.1 Bitstream controller

The bitstream controller of H.264/AVC baseline profile decoder is shown in Fig-

ure.5.4. It comprises of bitstream buffer, parser and hybrid length decoder. The

hybrid length decoder has three dedicated decoders for intra-prediction mode se-

lection, motion vectors and Boundary Strength (BS) calculation for DBF.

5.3.1.1 Bitstream buffer

The bitstream buffer is shown in the bitstream controller (Figure.5.4). It serves

as a bridge between the off-chip bitstream RAM and the on-chip hybrid length

decoder. It keeps the current 128-bit bitstream to be processed. The addressing of

bitstream buffer is done in bitwise fashion instead of byte wise, because the input
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bitstream has been coded as hybrid length without a fixed byte boundary [169].

The bitstream buffer is modeled as a circular buffer having two hardware processes

which manage the communication between the off-chip RAM, the bitstream buffer

and the hybrid length decoder [6].

5.3.1.2 Bitstream parser

The bitstream parser fetches encoded bitstream from the bitstream buffer and

parsing of the bitstream is handled by a control FSM [168, 169, 170]. The con-

trol FSM identifies the codeword and subsequently boundary of each codeword

is identified, further the whole codeword is extracted and decoded according to

the syntax of control information. The codeword has the informations about the

header and residuals. CAVLC decoding is performed for coded residuals while

fixed/variable-length decoding is performed on the control data. Intra and inter

prediction mode and motion vector are derived from both current decoded syn-

tax value and neighboring coding information available in the control information.

The control informations have also the BS of each macroblock required for proper

decoding the video.

5.3.1.3 Hybrid length decoder

The hybrid-length decoder consists of three different modules, namely Exp-Golomb,

fixed-length and CAVLC. Once the bitstream buffer gets the data it sends to the

hybrid length decoder. In this module (as per the input codeword type) the

heading-one-detector is invoked for identifying the starting position of the code-

word by detecting first appeared 1 inside the current syntax element [6]. CAVLC

module is invoked when syntax of residual information is appeared, while for syn-

tax other than residual, either Exp-Golomb or fixed-length decoding is performed.

When explicitly encoded syntaxes are decoded, control parameters and dependent

variables are decoded subsequently [168].

5.3.2 Reconstruction data path

The reconstruction data path of H.264/AVC baseline profile decoder is shown

in Figure.5.4. It comprises of intra/inter prediction, DBF modules with on chip

memory controllers. Predicting pixels in sequential fashion degrades the system

performance, so in order meet the real time decoding requirements of 30fps at



CHAPTER 5. COPROCESSOR FOR H.264 VIDEO DECODER 122

1.5MHz, adaptive pipelines and parallel processing of the data path is employed in

the architecture [168]. Intra/Inter prediction module, is the major computational

bottle neck in H.264 decoder, this prediction scheme demand a large amount of

memory accesses and account for up to 80% of the total decoding cycle in the

complete baseline profile decoder [167]. In order to reduce the bus latency on-chip

memory is used for all memory operations [6].

5.3.2.1 Intra prediction

The intra prediction module is shown in Figure.5.4. Each macroblock can be

encoded into one of several intra coding types, which are denoted as intra 4x4 or

intra 16x16, together with the chroma prediction and Intra Pulse Code Modulation

(IPCM). There are nine prediction modes for luma 4x4 block, four modes for luma

16x16 block and four modes for chroma 8x8 block components. The encoder selects

the suitable mode for the prediction and transmits this information to the decoder

as control information [6, 167]. Intra module uses 4x4 level pipeline to reduce the

number of processing cycles. The intra prediction module uses three-level memory

hierarchy with data reuse mechanism, Multi Function Processing Element (MFPE)

and plane mode decomposition modules are used for macroblock prediction.

5.3.2.2 Inter prediction

The inter prediction module is a computational intensive module in the decoder as

is shown in Figure.5.4. Inter prediction is mainly divided into two macro stages,

reference data fetch and interpolation stages [167]. In general, for inter predic-

tion, all reference blocks need to be fetched from the external memory, this poses

a heavy burden on off-chip memory bandwidth. So the hierarchical memory or-

ganization is used to reduce the off chip memory access by using on chip memory.

It uses self-adaptive pipeline and tree-structured motion compensation algorithm

to eliminate unnecessary circuit switching which in turn increases the operating

speed while retaining the constant throughput [6]. The self adaptive pipeline

mechanism uses 4x4 block level pipeline, process 1x4 pixels in a column wise fash-

ion simultaneously. It uses different macro block partitions and motion vectors

for pixel prediction. The pipeline structure recognizes all the possible combina-

tions of blocks using Variable Block Shape (VBS) technique. The Inter prediction

module consists of interpolators for luma/chroma components and they process
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the samples sequentially. It is reported that the inter prediction module takes 500

cycles for decoding a single macro block [167].

5.3.2.3 Deblocking filter

Deblocking filter (DBF) is used to reduce the blocking distortion of each 16x16

macroblock after reconstruction of the frame as shown Figure.5.4. The DBF

consumes one-third of the computational requirements of a H.264/AVC decoder

[140, 166]. This filtering process requires larger memory bandwidth because almost

every sample of a reconstructed frame need to be reused from memory, either to be

modified or used to determine whether neighboring samples should be modified or

not. The processing of pixels in the DBF takes place on macroblock basis, starts

with vertical edges being filtered, followed by horizontal edges. Filtering in both

horizontal and vertical directions for each macroblock should be completed before

accessing the next macroblock. The filtering process starts with luma, followed

by chroma Cb and the chroma Cr.

Finite Impulse Response (FIR) filters of different length are applied to modify

the pixel values of the boundary of each macro block. The filter length depends

on the the BS of the macro block. All boundary edges should be conditionally

filtered as per the video coding standard [135, 166]. The condition depends on the

BS and the pixel gradient across the boundary. This information is accessed from

the BS decoding module which is inside the hybrid length decoding module. The

BS values lies between (0, 4), and is assigned to each sub edges before the entire

deblocking process starts. BS equals to 4 refers to strong filtering; BS equals to

0 means no filtering; otherwise, a more common-mode filter is applied for BS (1,

2, 3). The BS of any chroma edge is identical to its corresponding luma edge.

The pipeline architecture of DBF reduces the average time required for filtering

operation. The present work uses 5-stage pipeline and single edge filter. This

architecture reduces 55% of total cycles. It consumes 204 cycles for filtering of

one 16x16 macroblock without utilizing dual-port or two-port SRAM [166, 6].
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5.3.3 Display controller

The display controller can be regarded as post-processing block of video decoder.

First, 4:2:0 YCbCr format is padded to 4:4:4 format. Then the padded frame is

converted to RGB format. Each pixel is of 24-bits and stored in a large display

memory. According to the timing requirement of the display i.e. 25MHz, RGB

pictures are sequentially fetched from display memory and displayed on the Liquid

Crystal Display (LCD) monitor [171].

5.4 Programmable System on Chip (PSoC) plat-

form for H.264 decoder

In this case study, an IP core of H.264 decoder is developed using the open source

RTL code and validated in the SoC platform. Although the reference design was

implemented in ASIC and FPGA (Virtex-4) [141, 168], but not explored in FPGA

based SoC platform. The uncertainty of resource quality is the one of the biggest

problems to use open source IP, after a series of comprehensive testing only, we can

use it in real time systems. The following modifications are done in the reference

design in order to implement in the FPGA based SoC platform.

Replacing behavioral RAM

The decoder is modified by replacing behavioral RAMs by on chip memories Xilinx

single port or dual port memories (version 6.2) are used in intra prediction, MC

and DBF modules. Along with this two ping-pong dual port memories and one

display memory are used for displaying output frame. The bit stream memory

controller uses 64Kbytes of memory for storing 300 frames of data. The bit stream

buffer uses two memories to store the present frame (10Kx32 bytes). The intra

prediction module uses single port memory of 256x32 bytes. Similarly DBF uses

three memories one of 352x32 bytes size and other two are of 96x32 bytes size. One

memory controller of 10Kx32 bytes for processing the YUV data. After conversion

of YUV data to RGB format followed by sub-sampling, the updated RGB data

is stored in a memory controller of size 30Kx24 bytes. This buffer is used as a

display buffer for storing the RGB data before sending it to display [168]. The
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future work involves the use of external memory controller for all the modules, for

higher resolution video.

Removal of clock gating

As the reference design was targeted for ASIC implementation, clock gating tech-

nique was used to reduce power consumption [168, 169]. In order to implement

the reference design in the FPGA clock gating should be removed and chip enable

logic need to be included [168]. In the modified design, clock gating is removed

and distributed chip enable signals are included using the global control module.

Display buffer

The modified design is interfaced with the YUV-RGB converter and color space

conversion module (4:2:0) to (4:4:4) for displaying the frame in monitor. The

Virtex-5 FPGA development board has a DVI controller which converts 24-bit

into 12-bit DVI standard data and displays [171].

Clock generation

The modified design of H.264 decoder works at 1.5 MHz and LCD controller works

at 25 MHz. The complete decoder has an input clock frequency of 25 MHz. It has

two Digital Clock Managers (DCM 1 and DCM 2) which are connected in cascaded

manner [60]. The DCM 1 is used for dividing the input clock by 16 and DCM 2

is used (low frequency mode) to divide the DCM 1 output by two. The output

frequency of DCM 2 (1.5 MHz) and is fed to the input of H.264 decoder. Input

frequency of 25MHz clock is also fed to input of LCD controller. Since Virtex-5

Device does not have DCM, Xilinx Synthesizer tool (XST) infers the DCM as

PLL.

5.4.1 SoC platform details.

The reference design is modified as [140, 141] and successfully implemented in

Virtex-5 FPGA development board. For testing the design, the internal (on-chip)

memory is used to store the input encoded bit stream. This internal memory uses

Block-RAM which gives enough flexibility for accessing the video at a faster rate,
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Figure 5.5: PSoC platform for H.264 decoder IP

however in SoC system this is replaced with external DDR2 interface for storing

the input encoded video data.

The complete H.264 IP is developed and integrated into the SoC platform

as shown in the Figure.5.5. The IP is interfaced with the PPC440 processor

using the APU interface technique. The system include IPs like PowerPC440

(PPC440), PLB bus, DDR2 (256 Mbytes), Clock generator, UART, Central DMA

Controller, Interrupt Controller and LCD Display Controller. DDR2 is used for

storing the heap and stack of the software as well as to store the input bitstream

data. The SoC platform has two PLB buses (PLB0 and PLB1) and 1 DCR bus

and 1 FCB bus. The two PLB buses are connected to the processor through PLB0

and PLB1 bus interface. PLB0 and central DMA are connected as Master port of

the processor and PLB1 of processor is shared with all other peripherals including

the processor and DMA. The central DMA has both slave and master ports, this

helps to transfer the DDR2 data to memory controller through PLB0 Bus. DCR
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bus and DCR interrupt controller are useful for setting the display address of DVI

controller. All the IPs except H.264 decoder IP are interfaced using the PLB

bus whereas the decoder IP is interfaced using the FCB bus. The FCB bus is

connected to H.264 decoder. The profile timer and interrupt controller shown in

Figure.5.5) are also connected to slave bus PLB0 to evaluate the execution time

of the both hardware and software of the H.264 decoder. The frequency of SoC

platform, display controller and the H.264 decoder IP are set to 200 MHz, 25MHz

and 1.5 MHz respectively. All these frequencies are configured by using a clock

generator IP as shown in Figure.5.5.

The H.264 video decoder IP has internal modules for intra frame prediction,

IDCT, IQ, MC and DBF. This IP has two generic FIFO interfaces as discussed

in chapter 1. The H.264 APU is called through a Application Programming In-

terface (API). Once it is invoked, the operation of H.264 hardware module starts

working. The H.264 IP has two internal data buffers one is for storing the H.264

encoded bitstream data from DDR2-SDRAM and other is for storing the frame

data for displaying the decoded data in the monitor. In this case, the central

DMA controller transfers the bitstream data of 300 frames onto the on chip input

buffer for processing. The on-chip bit stream memory is used to reduce the bus

latency. The bitstream parser processes the on-chip buffer data according to the

syntax of the bitstream data and subsequently the decoding process is completed

as mentioned in previous Section 5.3 and the decoded video is displayed in the

monitor.

5.5 Results and analysis

The SoC system is tested using the Virtex-5FXT FPGA development board. For

validating the IP, different video sequences are decoded and the performance of

the SoC design is evaluated. This is tabulated in Table.5.4. Before validating the

complete SoC, individual modules of the IP and the complete IP are simulated at

various levels of design, such as behavioral simulations shown in Figure.5.6, Fig-

ure.5.7 and post synthesis simulation, post place and route simulations as shown

in Figure.5.8 and Figure.5.9 respectively.

All the simulations are compared with the behavioral simulation, it is observed

that the results are matching except some additional delays observed in post lay-

out simulation. The behavioral simulation shows the output decoded data after
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Figure 5.7: Behavioral simulation of H.264 decoder

40ms. The first frame is decoded and indicated by frame-end (eof) signal. The

other signals like number of macroblocks (mb num) and frame number (pic num)

are used to verify and debug the design. After this, the complete SoC is devel-

oped as shown in Figure.5.5 using Xilinx EDK environment. The input stimuli

are applied to the prototype system through DDR2 and Central Direct Memory

Access (CDMA). For functional and timing verification, the SoC decoded results
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Figure 5.8: Post-synthesis simulation of H.264 decoder

Figure 5.9: Post-layout simulation of H.264 decoder

are compared with the reference software results, and resulting video on the dis-

play monitor.

Prior to this, software profiling of H.264 decoder of (JM 9.4) in PPC440 pro-

cessor with standalone and Petalinux RTOS are carried out. The profiling results

are shown in Figure.5.10 and Figure.5.11. It is observed that DBF, MC together

consumes 70% of the total computation time for decoding a test video sequence
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(Foreman). Further, resource utilization of the complete SoC is carried out and it

is found that 81% of resources are consumed due to the H.264 IP and additional

6% of resources are due to the DDR2 controller and other peripherals as shown

in Table.5.3. The maximum frequency of H.264 decoder and operation frequency

of SoC, H.264 IP and LCD clock are tabulated in Table.5.3. The test bed for

H.264 coprocessor platform is shown in Figure.5.12. The acceleration is measured

in terms of no of frames processed with respect to time. It is observed that for

decoding 300 frames of foreman sequence the embedded processor (PPC440) took

72.06 seconds whereas the hardware H.264 took 11.40 seconds. i.e. the software

H.264 decoder decoded very few frames ( 4-5 fps) per second compared to the

hardware ( 26-30 fps). This statistics remains valid for all tested video sequences.

The results are tabulated in Table.5.4. From this it can be concluded that the

developed accelerator gives an acceleration of 6-7x over software implementation.

Figure 5.10: Software H.264 decoder profiling on PPC440 processor in standalone
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Profiling results

Figure 5.11: H.264 decoder profiling on PPC440 processor in petalinux OS

Figure 5.12: H.264 Hardware coprocessor testbed setup

Table 5.3: Resource utilization of H.264 decoder in SoC

Decoder/SoC system BRAM DSP48E Slice Registers Slice LUTs Slices Max Freq (MHz)
H.264 IP 105 (70%) 4 (3%) 9209 (20%) 26883 (60%) 33600 (75%) 107.773

H.264 SoC 122 (86%) 24 (19%) 16452 (37%) 35004 (78%) 35432 (78%) 200 & 1.5& 25

5.6 Conclusions

In this case study an open source H.264 decoder is used for developing a coproces-

sor to the PPC440 processor and validated in SoC platform. The H.264 decoder
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Table 5.4: Evaluation of speed up for different sequences for 300 frames for Quan-
tization Parameter (QP)=28

Sequence SW H.264 SW H.264 HW H.264 HW H.264
F/s Sec F/s Sec

News 4.68 63.84 29.4 10.20
Akiyo 4.74 63.11 28.9 10.36

Salesman 4.42 67.61 28.6 10.52
grandma 4.46 67.04 28.1 10.64

Mother-Daughter 4.37 68.42 28.0 10.70
Claire 4.33 68.98 27.6 10.84

Carphone 4.25 70.41 26.7 11.20
Foreman 4.15 72.06 26.3 11.40

has several advantages such as pipeline and parallel processing, memory access

reduction etc. In this work, the open source H.264 decoder is modified and used

as coprocessor. The modified decoder is implemented in FPGA and verified its

functionality before integrating as IP into SoC. In this work the H.264 IP is tested

in various simulation levels and it is observed that the behavioral and post layout

simulations are matching with each other. Further it is used as a coprocessor in

SoC by interfacing the IP as an APU to the PPC440 processor. Software profiling

of H.264 decoder is also performed in SoC platform. The proposed SoC solution

of H.264 decoder gives an acceleration of 6-7x compared to the equivalent software

implementation. The future work involves i) modification of IP to cater higher res-

olution of video by replacing internal memories with external memory, ii) power

analysis of the SoC, iii) interfacing the developed IP as a Slave Unit (SU) and

compare its acceleration with APU interfacing.
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Conclusions

The computational complexity of signal processing and multimedia algorithms

limit its implementation in embedded processors. This thesis explores the design

methodology for designing coprocessors of signal processing algorithms and shown

that coprocessor achieves significant acceleration for executing the algorithms.

Three different case studies are examined and to accelerate the design speed hard-

ware Intellectual Property (IP) for each case study was developed, The IPs were

interfaced with PowerPC440 (PPC440) embedded processor using Auxiliary Pro-

cessing Unit (APU) interfacing technique, and validated in Xilinx Virtex-5 FPGA

development board. The thesis compared the acceleration due to the coprocessor

with respect to the software execution of the algorithm in an embedded processor.

In summary, the conclusions of three case studies are given below.

In the first case study, an efficient algorithm for denoising Fiber Optic Gyro (FOG)

signal is proposed. The performance of the algorithm is compared with the Dis-

crete Wavelet Transform (DWT) and conventional Kalman Filter (KF) technique.

The experimental results concluded that the proposed algorithm (AMADMKF)

denoises the signal efficiently compared to other algorithms. Furthermore, a hard-

ware IP of the algorithm is developed and interfaced with the PPC440 processor

using APU interface technique and found that the developed IP gives an acceler-

ation of 65x compared to its equivalent software implementation.

In embedded system design hardware/software co-design is a popular method

for designing complex systems. Although co-design platform gives flexibility to

change the design without redesign but the bus overhead due to the communica-

tion between processor and IP dominates the overall execution time of the design.

133
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To address this, in the second case study we have considered an optimization algo-

rithm (Differential Evolution (DE)) for building the coprocessor. This algorithm

has two major components, i) the algorithm and ii) the fitness function evalua-

tion. In this thesis both are implemented in a single IP to reduce the bus overhead.

Two separate IP’s for float and fixed point DE algorithm are developed. In these

IP, both DE logic and fitness evaluation modules are coupled to a single module.

The software of fixed and float DE algorithm are ported in PPC440 processor

and profiled at 200 MHz frequency. The execution time for optimizing different

test functions are evaluated. The hardware IP of both fixed and float DE IPs are

connected to the PPC440 processor using both APU and Slave Unit (SU) inter-

facing techniques. The performance of both interface methods are evaluated in

terms of acceleration and power consumption with respect to equivalent software

implementation. Furthermore, for performance evaluation DE software code is

ported in different processors and acceleration factors are compared. . In the SoC

platform, effect of hard Floating Point Unit (FPU) on processor is also studied by

enabling/disabling hard FPU of Microblaze (MB), PPC440 processors. It is con-

cluded that the hardware acceleration of MB based systems are more compared

to PPC440 based system. Because, PPC440 based systems takes less execution

time compared to MB based system. Although PPC440 with hard FPU is best

configuration for software, but floating point DE with either APU or SU inter-

face gives much better acceleration compared to software implementation. It is

also concluded that APU and SU interface of both the IPs give same acceleration

factor. Acceleration factor increases with the dimension/complexity of the test

functions.

The resource and power analysis of different interfacing accelerators have shown

that floating point DE IP consumes more resources and power as compared to fixed

point IP. The developed IP is also used to solve system identification task using

IIR filter in FPGA. The filter coefficients are evaluated using the developed IP

with APU interface to PPC440 processor. Results have shown that the IIR filter

coefficients are matched with reference coefficients and resulted an acceleration of

11x and 150x with fixed and float DE IPs respectively.

In the third case study, a coprocessor for multimedia H.264 codec is devel-

oped using the open source Verilog code. H.264 IP is implemented in Virtex-5

FPGA. The equivalent software C code of H.264 is ported in PPC440 processor

and profiled at 200 MHz frequency. The H.264 IP is tested in various simulation



CHAPTER 6. CONCLUSIONS 135

levels for functional verification. H.264 IP is interfaced with the PPC440 processor

using APU interfacing method. The performance of the accelerator is validated

by decoding different standard video sequences. The results have shown that the

accelerator achieved an acceleration of 6-7x compared to its equivalent software

implementation in PPC440 processor.

Future scopes

In this thesis, we have concentrated on three different case studies in three chapters

having their own contributions and future works. There are several interesting di-

rections for further research and development based on the work in this thesis. In

the first case study, the future work will be to extend the hardware for multi sen-

sor environment, ii) Optimizing the AMADMKF IP for lesser resource utilization

and high frequency of operation. Finally, the implementation can be extended to

Adaptive Kalman Filter (AKF) and other Kalman Filtering techniques without

changing the SoC platform and interface details. In the second case study, the

future work will be solving real-time optimization problems like parameter adap-

tion of Kalman Filter, Motion estimation in video sequences, radio network design

in embedded processor. Different variants of DE algorithm can be implemented

in hardware to improve the quality of solution. Finally development of real-time

evolutionary engine for future evolutionary system is the future work of this study.

In the third case study, the H.264 IP can be further accelerated for processing

higher resolution video by replacing on chip memory with external memory. The

performance comparison of SU interface with APU interface for this application

is an interesting future work of this thesis. Finally,this work can be extended to

implement High Efficiency Video Coding (HEVC) codec in FPGA.



Appendix A

There are six test functions [126, 127] we employed in this paper, which are given

below.

Function 1 (Two variables): Rosenbrock function:

f(x) = 100.(x2 − x21)2 + (1− x1)2

Search domain:−9 < xj < 11 j = 1, 2

One global optimum with f = 0 at (1, 1)

Function 2 (Two variables): Goldstein function:

f(x) = [1 + (x1 +x2 + 1)2× (19− 14x1 + 3x21− 14x2 + 6x1x2 + 3x22)]× [30 + (2x1−
3x2)

2 × (18− 32x1 + 12x21 + 48x2 − 36x1x2 + 27x22)]

Search domain:−2 < xj < 2, j = 1, 2.

One global optimum with f = 3 at (0,−1)

Function 3 (Three variables): Sphere function:

f(x) = x21 + x22 + x23

Search domain: −5.12 < xj < 5.12 j = 1, 2, 3

One global optimum with f = 0 at (0, 0, 0)

Function 4 (Four variables): Variably dimensioned function:

f(x) =
∑4

i=1(xi − 1)2 +
[∑4

i=1 i(xi − 1)
]2

+
[∑4

i=1 i(xi − 1)
]4

Search domain:−9 < xj < 11, j = 1, 2, 3, 4

One global optimum with f = 0 at (1, 1, 1, 1)

Function 5 (32 variables): Shifted Sphere function:

f(x) =
∑D

i=1 x
2
i x = [x1, x2, x3, ..., xD]

Search domain:−100 < xj < 100 j = 1, 2, .., 32

136
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One global optimum with f(x) = 0 at (0, 0, .., 0)

Function 6 (32 variables): Shifted Schwefel’s function:

f(x) =
∑n

i=1

(∑i
j=1 xi

)2
Search domain:−100 < xj < 100, j = 1, 2, .., 32

One global optimum with f = 0 at (0, 0, .., 0).
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